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Preface 

This book contains outstanding research papers as the proceedings of the Interna-
tional Conference on Power Engineering and Intelligent Systems (PEIS2023). PEIS 
2023 has been organized by the National Institute of Technology Delhi, India, and 
technically sponsored by the Soft Computing Research Society, India. The confer-
ence is conceived as a platform for disseminating and exchanging ideas, concepts, 
and results of researchers from academia and industry to develop a comprehensive 
understanding of the challenges of the advancements of intelligence in computational 
viewpoints. This book will help in strengthening congenial networking between 
academia and industry. We have tried our best to enrich the quality of the PEIS 
2023 through the stringent and careful peer-reviewed process. This book presents 
novel contributions to Power Engineering and Intelligent Systems and serves as refer-
ence material for advanced research. PEIS 2023 received many technical contributed 
articles from distinguished participants from home and abroad. After a very strin-
gent peer-reviewing process, only 67 high-quality papers were finally accepted for 
presentation and the final proceedings. 

New Delhi, India Vivek Shrivastava 
Jagdish Chand Bansal 

B. K. Panigrahi
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Control Strategies for Blood Pressure 
Regulation in the Diabetic Patients Post 
Surgery 

P. V. Gopi Krishna Rao, R. Hanuma Naik, N. Sreenivasa Rao, G. Sowmya, 
and M. V. Rajasekhar 

Abstract In modern years, most patients have diabetic, mean blood pressure and 
glucose associated health conditions, which can be treated by infusion of an antidote, 
although the dosage amount depends on the severity of the individual. The monitoring 
and regulation of the degree of dose is therefore critical in improving the health status 
of patients. This paper suggests that the dose of the medication infusion be regulated 
and managed on the basis of its amount. This is done by developing an integrated 
monitoring device that increases safety in less time and reduces healthcare costs. A 
statistical model of patient reaction to drugs is obtained in this article. The model 
comprises five dimensions that range from patient to patient based on their drug 
response. The key purpose of the documentation is to enhance the efficiency and 
robustness of medication distribution activities. This Internal model control (IMC) 
based Proportional integral derivative (PI/PID) controller is introduced as a control 
system for patient distribution of drugs that will provide enhanced robustness and 
efficiency. The IMC driven PI/PID system has just one calibration parameter (λ), 
which is calibrated depending on the highest sensitivity (MS). This method does not 
involve complex mathematical equations. 

Keywords Internal model control · PID tuning; diabetic · Glucose level · Robust 
control · Performance · Antidote · MABP 

1 Introduction 

Mean arterial blood pressure (MABP) is one of the physiological factors to be 
controlled under appropriate limits during anesthesia, pre-and post-operative time. 
In general, postoperative problems, particularly adult cardiac patients have elevated
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blood pressure, which escalate due to hypertension, notably after coronary artery 
bypass graft, valve replacement and pulmonary surgery [1–3]. It is important to 
monitor and regulate blood pressure (BP) to avoid bleeding from stitches in a 
patient’s cardiac surgery to enhance healing [2]. The correct MABP regulation 
medication is sodium nitroprusside (SNP), which has developed as an important 
vasodilator product [2–7]. Manual monitoring of MABP by hospital staff utilizing 
SNP is frequently stringent, meek and of low consistency due to differences in the 
reaction of patients to this substance regulation in blood pressure and regulated medi-
cation release over a prolonged period of time. Such factors also driven researchers 
to explore an automated management device that increases patient safety over a 
shorter amount of time and therefore decreases the incidence of disease [8–12]. P 
and PI controllers do not deliver the necessary output during induction due to their 
slow response. This promotes the option of a strategy where the configuration of the 
device includes the individual as an essential part of the system [13]. This solution is 
given by the Internal Model Control (IMC) framework, and the PID controller devel-
oped and calibrated using the IMC methodology should provide optimal efficiency, 
robustness and fast disturbance recovery [14–16]. The IMC-based PID controller 
would also increase the consistency of medical treatment and managed distribution 
of medications [14–16]. The key objective of the proposed research is the design of 
the controller to achieve efficiency, disturbance recovery and robustness. 

The efficiency of the IMC calibrated PID controller meets output requirements 
such as optimum peak overshoot, steady-state offset, and durable stability. This 
approach records precise regulation of MABP as opposed to P and PI controls 
modified using traditional techniques. 

2 Internal Model Control 

The efficiency of the IMC calibrated PID controller meets output requirements such 
as optimum peak overshoot, steady-state offset, and durable stability. This approach 
records precise regulation of MABP as opposed to P and PI controls modified using 
traditional techniques. 

Garcia and Morari coined the concept of internal model control; the process model 
is clearly an integral part of the controller [14–18]. The IMC system is shown in Fig. 1. 
Where, Q(s) is the controller, GM (s) is the plant model and G(s) is the actual plant/ 
process [19–23].

The design of the IMC involves the following steps. 

2.1 Factorization 

It includes factorizing the transfer function into invertible GM−(s) and non invertible 
parts GM+(s). The factor containing right hand poles zeros or time delays become the



Control Strategies for Blood Pressure Regulation in the Diabetic Patients … 3

Fig. 1 Basic IMC structure

poles when the process model is inverted leading to internal stability. So this is a non-
invertible part which has to be removed from the transfer function. Mathematically, 
it is given as Eq. (1) [20–24] 

GM () = GM−()GM+() (1) 

2.2 Design of IMC Control 

The IMC is the inverse of the invertible part of the process model. It given as Eq. (2) 

Q′(s) = [GM−(s)]−1 , (2) 

Q′(s) will be steady, yet may not be appropriate [30–34]. 

2.3 Adding Filter 

Equation (3) is responsible for the generic transfer function of the system/controller. 
The value of the polynomial denominator will be almost equal to or greater than 
the numerator in order to render the system/controller semi-proper or worthy of 
physically understanding it [14, 17–25]. 

T (s) = Z (s)/P(s) (3) 

In order to make the controller proper mathematically a low pass filter F(s) is 
augmented to Eq. (2) and results in Eqs. (4) and (5) [14, 17–25] 

Q(s) = Q′(s) ∗ F(s) (4)
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Q(s) = [GM−(s)]−1 ∗ F(s) (5) 

2.4 Low Pass Filter 

The filter F(s) described above is defined to have the form of Eq. (6) which represents 
a low  pass filter [14, 17–25]. 

F(s) = 1/(λs + 1)n (6) 

where λ is the filter tuning parameter and n is the order of the process. The value of 
λ defines the performance and robustness of the controller. Maximum sensitivity Ms 

specification is an effective robustness measure and most recent inquisitive approach, 
which is defined by Eq. (7) [21] 

Ms =
∣
∣
∣
∣

1 

C( j w)G( j w) + 1

∣
∣
∣
∣

(7) 

The estimate of λ for IMC design of first order pulse dead time (FOPDT) system, 
is obtained by Eq. (8) 

λ = 
1.508 − 0.451Ms 

1.45Ms − 1.508 
Ti (8) 

A small value of Ms ensures high stability margin. So, the typical value of Ms is 
general adjusted to be in the range of 1.2–2.0 [14, 21, 26] 

3 Design of the IMC Based PID Control 

The purpose of this segment is to develop a basic feedback controller as an internal 
model system. The IMC rule for sundry modern cycle transfer functions is similar to 
the PID input system [14, 17, 21, 23, 25, 27], and The PID control algorithm is the 
basic input that has been developed for industrial processes due to its effortless and 
realistic applications. The regular IMC input equivalence is obtained by modifying 
Fig. 2. The standard feedback controller G P I  D(s) or C(s) represented Fig. 2 and 
is the function of Plant model GM (s) and IMC controller Q(s) shown in Eq. (9) is  
the IMC based PID relation, is approximated to the ideal PID controller of the form 
given by Eq. (10) [14, 20, 21]. 

C(s) = Q(s) 
[1 − GM (s)Q(s)] 

, e−θ s = 
(1 − 0.5θs) 
(1 + 0.5θs) 

(9)
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Fig. 2 Feedback control structure 

G P I  D(s) = C(s) = K P [Ti Tds2 + Ti s + 1/Ti s] (10) 

In order to create a PID controller based on the IMC concept, Q(s) is not made 
appropriate. The Q(s) a polynomial numerator of one order is rendered higher than 
the polynomial denominator with a derivative alternative and this is important for 
receiving the PID controller [8, 14, 18, 27–29]. First order Padè approximation is 
used for the delay element θ of the plant model GM (s) to eliminate the behavior of 
predictive elements in the design of the PID controller. The first order Padè approx-
imation is represented in Eq. (9) [14, 25, 30, 31]. The PID controller tuned using 
IMC principle has only one adjusting term λ which provides both performance and 
robustness in spite of model uncertainties. 

The following steps are used in the IMC-Based PID control system design: 

• Find the IMC controller transfer function, which includes a filter to make it semi-
proper. 

• Find the equivalent standard feedback controller using the transformation [21]. 

C(s) = Q(s) 
[1 − GM (s)Q(s)] 

(11) 

• Compare the above equation with this PID controller from and find KP, Ti and 
Td [19]. 

G P I  D(s) = C(s) = K P [Ti Tds2 + Ti s + 1/Ti s] (12) 

• Perform closed-loop simulation for both the perfect model case and case 
with model mismatch. Choose the desired value for λ as a trade-off between 
performance and robustness.
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4 Simulation Results 

The MATLAB simulations are carried out on different patients based on their drug 
sensitivity (Nominal, Sensitive and Insensitive). The performance of the IMC based 
PI/PID, IMC and P controller to regulate the blood pressure by -30 mmHg to SNP 
drug infusion rate and error of different cases is carried out. 

Case 1: Sensitive Patient 

IMC-Based PID design for a First order plus dead time process of sensitive patient 
of Eq. (13) is [24, 32–34] 

GM (s) = 
−9e−20s 

(30s + 1) 
(13) 

Step 1: First order Pade’ approximation 

e−θs = 
(1 − 0.5θs) 
(1 + 0.5θ s) 

(14) 

GM (s) = −9(1 − 10s) 
[(1 + 10s)(1 + 30s)] 

(15) 

Step 2: Factorising the sensitive patient model with Pade’ approximation into 
invertible Eq. (16) and non-invertible portions Eq. (17) 

GM−(s) = −9 

[(1 + 10s)(1 + 30s)] 
(16) 

GM+(s) = (1 − 10s) (17) 

Step 3: IMC controller is 

Q(s) = 
[(30s + 1)(1 + 10s)] 
[−9(97.727s + 1)] 

(18) 

Step 4: Closed Loop Controller (PID) is 

C(s) = 
(30s+1)(1+10s) 
[−9(97.727s+1)] 

1 − (1 − 10s)(97.727s + 1) 
(19) 

The KP, Ti and Td values are obtained by comparing Eq. (19) with the standard 
PID equation Eq. (10).
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The simulation of the results of drug infusion rate, Blood pressure recovery and 
error of sensitive patient are represented in Figs. 3, 4 and 5 respectively. 

Case 2: Nominal Patient 

The mathematical model of nominal patient is given by Eq. (20) [24, 32–34]

Fig. 3 SNP drug infusion rate in sensitive patient 

Fig. 4 Blood pressure recovery with drug infusion in sensitive patient
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Fig. 5 Error in BP regulation in sensitive patient

GM (s) = −0.7143e−30s

(

1 + 0.4e−45s
)

(1 + 40s) 
(20) 

Step 1: First order Pade’ approximation of time delay element is Eq. (21) 

e−30s = 
(1 − 15s) 
(1 + 15s) 

, e−45s = 
(1 − 22.5s) 
(1 + 22.5s) 

(21) 

Step 2: Factorising the nominal patient model with Pade’ approximation into 
invertible Eq. (22) and non-invertible portions Eq. (23) 

GM−(s) = −0.7143 

(1 + 15s)(1 + 40s)(1 + 22.5s) 
(22) 

GM+(s) = (1 − 15s) 
[(1 + 22.5s) + 0.4(1 − 22.5s)] 

(23) 

Step 3: The IMC controller is 

Q(s) = 
(1 + 40s)(1 + 22.5s)(1 + 15s) 

−0.7143
∗ 1 

(1 + λs) 
(24) 

where value of λ as 97.273, which is having range λ > 0.2  τ. 

Step 4: The closed loop controller (PID) is Eq. (25)
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Fig. 6 SNP drug infusion rate in nominal patient 

The simulation of the results of drug infusion rate, Blood pressure recovery and 
error of nominal patient are represented in Figs. 6, 7 and 8 respectively. 

C(s) = 
(1+40s)(1+22.5s)(1+15s) 

−0.7143 ∗ 1 
(1+λs) 

1 −
[

(1+40s)(1+22.5s)(1+15s) 
−0.7143 ∗ 1 

(1+λs) ∗ [−0.7143e−30s] (1+0.4e−45s ) 
(1+40s)

] (25)

Case 3: Insensitive Patient 
The mathematical representation of the dynamics of insensitive patient are 

depicted in Eq. (26) [24, 32–34] 

GM (s) = −0.1786e−60s

(

1 + 0.4e−75s
)

(1 + 60s) 
(26) 

Step 1: First order Pade’ approximation of time delay element is Eq. (27) 

e−60s = 
−30s + 1 
30s + 1 

, e−75s = 
−37.5s + 1 
37.5s + 1 

(27) 

Step 2: Factorising the nominal patient model with Pade’ approximation into 
invertible Eq. (28) and non-invertible portions Eq. (29) 

GM−(s) = −0.1786 

(60s + 1)(30s + 1)(37.5s + 1) 
(28)
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Fig. 7 Blood pressure recovery with drug infusion in nominal patient 

Fig. 8 Error in BP regulation in nominal patient
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GM+(s) = (30s + 1)(22.5s + 1.4) (29) 

Step 3: The IMC controller is 

Q(s) = 
(60s + 1)(30s + 1)(37.5s + 1) 

−0.1786
× 1 

97.727s + 1 
(30) 

Step 4: The closed loop controller (PID) is 

C(s) = (60(30s + 1)(s + 1)(37.5s + 1)) 
[−0.1786(97.727s + 1) ∗ [1 − (−30s + 1)(22.5s + 1)]] (31) 

The simulation of the results of drug infusion rate, Blood pressure recovery and 
error of insensitive patient are represented in Figs. 9, 10 and 11 respectively. 

Table 1 depicts the PI tuning values obtained using IMC technique for three 
cases patients and also the IMC controller. The results described indicate that the PI/ 
PID controller tuned using IMC principle provides best possible performance for all 
nature of patients for faster recovery and regulation of Mean Arterial Blood Pressure 
in comparison to other controller methodologies considered. This helps the patient to 
recover faster post surgery and regulates MABP in elderly persons with hypertension. 
This technique can be extended to other applications relating to biomedical, medical 
electronics and assistive devices.

Fig. 9 SNP drug infusion rate in insensitive patient
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Fig. 10 Blood pressure recovery with drug infusion in Insensitive patient 

Fig. 11 Error in BP regulation in insensitive patient
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Table 1 PID tuning values 
and IMC controller Patient KP Ki Q(s) 

Sensitive −0.0561 −0.0019 (30s+1) 
(−879.543s−9)(1+97.7273s) 

Insensitive −1.3625 −0.0227 (−60s+1) 
(17.4540s+0.1786)(1+97.7273s) 

Nominal −0.5450 −0.0136 (−40s+1) 
(69.80s+1)(1+97.7273s) 

5 Conclusion 

Blood Pressure is a chronic disease, which causes serious health problems like kidney 
failure and heart stroke and recovery post-surgery is crucial in such patients. To 
control the mean arterial blood pressure a precise and accurate amount of external 
antidote SNP is needed to be injected into the human body. In this study, an IMC 
based PI/PID Controller is constructed for regulating the MABP and infusion of 
SNP in various nature of patients. The proposed methodology has provided faster 
recovery of MABP and precise control of SNP infusion, helping in faster recovery 
of patients. 
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Detecting Obfuscated Malware Using 
Graph Neural Networks 

Quang-Vinh Dang 

Abstract In this paper, we propose a method for detecting obfuscated malware on 
Android using graph neural networks (GNNs). Obfuscation is a well-known tech-
nique used by malware creators to hide themselves from being detected by anti-virus 
softwares. Our approach uses GNNs to represent the code of an Android app as 
a graph and applies graph convolutional networks to classify the app as benign or 
malicious. We evaluated our method on a real-world dataset of Android apps and 
compared it to other state-of-the-art algorithms. Our results show that our method 
outperformed the other algorithms in many different metrics. The proposed method 
has potential for application in real-world scenarios, as it can detect obfuscated mal-
ware with high accuracy. 

Keywords Obfuscated malware ·Malware detection · Graph theroy · Graph 
algorithms · Graph neural networks 

1 Introduction 

The increasing interconnectedness of the world has led to a dramatic rise in the 
risk of cyber attacks. Malware, or malicious software, has been a persistent threat 
to internet security for decades, and its impact on individuals and businesses alike 
can be devastating. The Global Threat Landscape Report by FortiGuard released in 
2023 [ 10] highlighted that malware continues to pose a significant threat to inter-
net security, with attackers becoming increasingly sophisticated in their techniques. 
To further exacerbate the issue, modern malware authors employ obfuscation tech-
niques to evade detection. Obfuscation is a method of making programs difficult to 
comprehend, which can hinder traditional static analysis techniques from detecting 
the presence of such malware [ 20]. 

The use of machine learning and artificial intelligence (AI) is becoming increas-
ingly prevalent in the field of cybersecurity. While a static analysis tool is difficult 
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to update to keep pace with the updating velocity of new malware, other learning 
systems are designed to adjust themselves and process new types of malware in an 
automatic fashion [ 6, 14]. The most important difference between different machine 
learning models is the features fed to them, which determine the characteristics of the 
model. For example, a model might prioritize running time over classification metric. 
As machine learning research and optimization grow very fast from implementation 
details, many complex models can be executed with less running time than before. 

There are multiple ways to analyze and assess software to detect malware [ 18]. 
In Sect. 2, we review some of these methods. In this paper, we apply the memory 
analysis technique [ 3], which uses dynamic analysis to analyze software based on its 
behavior. Our proposed method aims to improve the accuracy of malware detection 
using a novel algorithm and extending state-of-the-art research studies to the problem 
of multiclass case. 

The use of AI and machine learning in cybersecurity has the potential to revolu-
tionize the field. AI algorithms can analyze vast amounts of data and identify patterns, 
which can be used to predict and prevent cyber attacks. However, the effectiveness 
of these systems relies heavily on the quality and quantity of data available to them. 
As more data becomes available and the algorithms continue to improve, it is likely 
that AI will become an even more essential tool in the fight against cybercrime. 

Moreover, AI can also assist in identifying and responding to cyber attacks in 
real time [ 17]. AI systems can monitor network traffic and detect anomalies, such 
as unusual activity or traffic patterns, which may indicate a cyber attack in progress. 
Once an attack has been identified, the AI system can automatically respond and 
mitigate the threat, potentially preventing significant damage. This real-time response 
is critical as cyber-attacks can occur quickly, and the longer it takes to identify and 
respond to an attack, the more damage it can cause. 

Another area where AI can play a significant role in cybersecurity is in the area of 
access control. Access control is the practice of limiting access to sensitive informa-
tion or resources to authorized individuals only. AI can help in identifying and authen-
ticating users and devices, detecting and preventing unauthorized access attempts, 
and monitoring access logs to identify potential security threats. This can be par-
ticularly useful in large organizations where access control can be a complex and 
challenging task. 

Despite the potential benefits of AI in cybersecurity, there are also potential risks 
and challenges. One of the main concerns is the potential for AI systems to be hacked 
or manipulated by attackers. If an attacker gains access to an AI system, they can 
potentially use it to launch attacks or manipulate the system to their advantage. 
Another concern is the potential for bias in AI systems, particularly in decision-
making processes, which can have significant implications for cybersecurity. 

In conclusion, the use of AI and machine learning in cybersecurity has the potential 
to transform the field and improve our ability to prevent, detect, and respond to 
cyber-attacks. However, it is essential to address the potential risks and challenges 
associated with these systems and ensure that they are designed and implemented in 
a secure and responsible manner. As the field of cybersecurity continues to evolve,
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AI and machine learning will undoubtedly play an increasingly significant role in 
protecting our digital infrastructure and assets. 

In this paper, we focus on fighting malware on Android systems by applying 
graph neural networks (GNN) [ 8, 21] to detect Android malware more efficiently. 
The GNN can learn the connections between malware and devices to provide a better 
understanding of the attacks. We evaluate our proposal using real-world dataset and 
it outperformed state-of-the-art algorithms. 

2 Related Works 

2.1 Malware Obfuscation Techniques 

Malware is a growing concern in the world of cybersecurity, and with each passing 
day, malware authors are becoming more sophisticated in their attempts to evade 
detection [ 1]. There are several methods that these authors use to hide their malware 
from detection tools, and researchers have identified a range of techniques employed 
by these authors to obfuscate the behavior of malware. 

One common technique is the use of encryption, where a malware is encrypted 
into a coded content that is difficult for manual analyzers to understand [ 16]. This 
technique makes it hard for a human analyst to identify the nature of the malware, 
but the encrypted content is often constant, which makes it detectable by signature 
matching techniques [ 9]. Signature matching involves comparing a pattern of code 
in the malware to a database of known malware signatures, and if there is a match, 
it is flagged as malware. 

Another technique used by malware authors is dead code insertion [ 11]. In this 
technique, a malware is inserted with some unused code that does not affect its 
behavior but makes it appear different from its original version. This technique works 
by changing the visual appearance of the malware, making it harder for detection 
tools to recognize it. 

Register reassignment and subroutine reordering are other techniques employed 
by malware authors to evade detection [ 20]. In these techniques, registers or subrou-
tines are swapped in a random order, thereby changing the behavior of the malware 
completely. This technique makes it difficult for detection tools to recognize the 
malware and protect against it. 

The use of these techniques by malware authors has made the job of cybersecurity 
experts much more challenging, and it highlights the need for the development of 
advanced detection and prevention tools. 

We can also rewrite the code so no one can understand it, but it still functions. 
One example is presented in Fig. 1.
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Fig. 1 An example of code 
obfuscation 

2.2 Malware Detection Techniques 

Malware detection is a crucial aspect of cybersecurity. There are several methods 
and techniques for detecting malware, and researchers are constantly developing new 
approaches to improve the accuracy and efficiency of malware detection systems. 

A popular detecting algorithm is called signature-based detection, which involves 
the extraction of signatures from malware and the storage of these signatures in 
a signature database. Rules are then designed to determine whether a software is 
malware. This technique belongs to the static analysis approach, as it does not require 
observation of the behavior of the applications. However, this method can be easily 
bypassed by malware that is modified to evade detection by changing its signature. 

Another approach is to dynamically analyze the behavior of the malware. In 
this approach, the malware detector monitors the behavior of the applications. This 
technique belongs to the dynamic analysis approach, which involves the observation 
of the behavior of the applications at runtime. Malware detectors monitor different 
aspects of the behavior of the malware, such as file changes, network transmission, 
API calls, memory changes, and behavior in a sandbox. Sandboxing is a technique 
that isolates applications in a controlled environment, allowing the behavior of the 
malware to be observed without affecting the host system. 

Machine learning has become an increasingly popular approach to malware detec-
tion in recent years, as it has shown promise in improving detection rates and reduc-
ing false positives. The authors of [ 3, 6] studied and assessed several well-known 
machine learning algorithms, such as Decision Tree, Random Forest, and Support 
Vector Machine (SVM) to classify malware. Other machine learning techniques used 
in malware detection include deep learning, reinforcement learning, and ensemble 
learning. 

Intrusion detection is a related area of research to malware detection, which 
focuses on detecting unauthorized access to a network or system. The authors of 
[ 2, 4, 7, 13] evaluated various machine learning models for the problem of intru-
sion detection and found that gradient boosting algorithms achieved the highest 
performance. Other machine learning algorithms used in intrusion detection include 
K-Nearest Neighbor (KNN), Naive Bayes, and logistic regression. 

One approach is to employ the trust score [ 12] to evaluate the trust of source 
files, or to apply techniques from computer vision [ 15, 19]. Graph theory is another 
possibility to deal with detection [ 5].
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While there are several techniques for malware and intrusion detection, there are 
also techniques for obfuscating malware to avoid detection. These techniques include 
code obfuscation, encryption, and polymorphism. In code obfuscation, the code of 
the malware is modified to make it difficult to understand and reverse engineer. 
Encryption is used to encrypt the malware code, making it unreadable to anyone 
who does not have the decryption key. Polymorphism is a technique that changes 
the code of the malware every time it is executed, making it difficult to detect using 
signature-based detection techniques. 

In conclusion, malware detection is an ongoing challenge for cybersecurity pro-
fessionals, and the development of new techniques and approaches is critical to stay 
ahead of cyber threats. While signature-based detection and dynamic analysis are 
common techniques, machine learning algorithms have shown promise in improving 
detection rates. Additionally, the techniques for obfuscating malware highlight the 
importance of constantly evolving malware detection techniques to stay ahead of 
evolving cyber threats. 

3 Methods 

GNNs work by repeatedly passing messages between nodes in a graph. Each node in 
the graph maintains a representation of data of the neighborhood of itself, and these 
representations are updated by sending messages between nodes. 

The messages contain information about the nodes and their neighbors, and the 
message-passing scheme updates the node representations based on the received 
messages. 

This process is repeated for several iterations, allowing the nodes to exchange 
information and update their representations based on the global graph structure. 

3.1 Types of GNNs 

Several types of GNN are available, each with its own strengths and limitations. 
Some of the most common types of GNNs are: 
Graph convolutional networks, or GCNs, use convolutional operations within the 

graph, collecting data from adjacent nodes. Their design is particularly effective for 
projects that require an understanding of the graph’s local structure. 

Similarly, graph attention networks, or GATs, use attention mechanisms to assess 
the significance of various nodes and connections within the graph. This functionality 
enables the model to skip the information that is most important by setting the 
corresponding weight to zero. 

Lastly, GraphSAGE uses a method based on sampling to calculate node represen-
tations in an efficient manner, gathering data from the graph’s nodes. This approach 
is effective for processing big graphs.
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3.2 Applications of GNNs 

GNNs have been shown to be effective for a variety of tasks, including: 
Social network analysis: GNNs can be used to analyze social networks by learning 

representations of nodes that capture the relationships between them. This can be 
used for tasks such as predicting links between users or classifying nodes based on 
their properties. 

Knowledge graph completion: GNNs can be used to complete knowledge graphs 
by inferring missing relations between entities. This can be used to improve the 
accuracy of knowledge graphs and make them more useful for applications such as 
question answering and natural language inference. 

Recommender systems: GNNs can be used to learn user preferences for items 
by modeling the interactions between users and items. This can be used to provide 
personalized recommendations to users. 

Bioinformatics: GNNs can be used to predict protein–ligand interactions and 
drug–target interactions. This can be used to discover new drugs and treatments for 
diseases. 

4 Results 

4.1 Dataset 

In our research, we have employed the CIC-MalMem-2022 dataset, which is a pub-
licly available dataset provided by the Canadian Institute for Cybersecurity (CIC) and 
can be accessed through their website at https://www.unb.ca/cic/datasets/malmem-
2022.html. This dataset is specifically designed for the purpose of malware detection 
and analysis and has been widely used in the research community. 

The dataset consists of a total of 58,596 memory dumps, with 29,298 belonging to 
benign software and the other 29,298 belonging to malware. These memory dumps 
are obtained from a diverse range of software applications and operating systems, 
providing a comprehensive and realistic representation of the memory usage patterns 
in real-world scenarios. 

It is important to note that the CIC-MalMem-2022 dataset has been carefully 
validated and verified to ensure its quality and reliability. Additionally, the dataset has 
been thoroughly modified to eliminate any potential biases or inaccuracies, making it 
a great choice for conducting research in the field of malware detection and analysis. 

The CIC-MalMem-2022 dataset has been introduced in a recent research paper by 
[ 3]. The paper provides detailed information about the dataset, including its construc-
tion, contents, and potential applications. Overall, the CIC-MalMem-2022 dataset 
serves as a valuable resource for researchers and practitioners in the field of cyber-
security, providing them with a reliable and comprehensive dataset for conducting 
research and developing new detection and analysis techniques.

https://www.unb.ca/cic/datasets/malmem-2022.html
https://www.unb.ca/cic/datasets/malmem-2022.html
https://www.unb.ca/cic/datasets/malmem-2022.html
https://www.unb.ca/cic/datasets/malmem-2022.html
https://www.unb.ca/cic/datasets/malmem-2022.html
https://www.unb.ca/cic/datasets/malmem-2022.html
https://www.unb.ca/cic/datasets/malmem-2022.html
https://www.unb.ca/cic/datasets/malmem-2022.html
https://www.unb.ca/cic/datasets/malmem-2022.html
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The dataset under consideration is comprised of a total of 55 features that offer 
significant insight into various aspects of the problem at hand. These features have 
been carefully selected to include a wide range of parameters, such as the number 
of commit charges, number of protection, number of mutant handles, and several 
others. Each of these features contributes to a comprehensive understanding of the 
data, enabling more precise analysis and decision-making. 

In order to conduct a thorough evaluation of the dataset, we have split it into three 
subsets: the training set, the validation set, and the test set. The ratio of this split is 
60:20:20, respectively. This division is aimed at ensuring that the model is trained 
on a sufficient amount of data to achieve optimal performance, while still having 
enough data reserved for validation and testing purposes. 

It is important to note that all experimental results are reported based on the 
evaluation of the test set. This is done to ensure that the results are unbiased and rep-
resentative of the model’s ability to generalize to new, unseen data. By evaluating the 
model’s performance on the test set, we can gain a clear understanding of its strengths 
and weaknesses, and make informed decisions about its potential applications. 

4.2 Results 

4.2.1 Binary Classification 

In this experiment, we evaluate the case of binary classification, similar to the work 
of [ 3]. It means that we evaluate the capability of being able to classify if a software 
is malware or not. 

The result of the prediction is presented in Fig. 2. 
We confirm that the performance of our proposed method is better than published 

algorithms [ 3]. we show the comparison in Table 1. 
It takes 12 ms to perform the prediction for about 12,000 samples. 

Table 1 Comparison of performance. We used only the best models from published papers to 
present here 

Model Precision Recall F1 Accuracy 

GNN (this paper) 0.9999 0.9999 0.9997 0.9997 

Random Forest 
[ 3] 

0.98 0.97 0.97 0.97 

Naive Bayes + 
Random Forest + 
Decision Tree [ 3] 

0.99 0.99 0.99 0.99
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Fig. 2 Confusion matrix in binary prediction setting 

4.2.2 Multi Classification 

We extend the work of [ 3] by classifying in the case of the multi-class classification. 
The confusion matrix is presented in Fig. 3. 

We observe that the model performs well in classifying malware and benign 
software. However, it is not as good at classifying the exact type of malware. To 
verify this assumption, we build another model to classify malware only and present 
the confusion matrix in Fig. 4. The phenomenon can be explained by the overlapping 
nature of malware. 

Specifically, some malware may share common features, which can make it dif-
ficult for the model to distinguish between them. For example, a Trojan horse and a 
ransomware may both contain code that steals data from the victim’s computer. As a 
result, the model may classify wrongly a Trojan horse as ransomware, or vice versa. 

This phenomenon can be mitigated by using a more sophisticated model that is 
able to learn the subtle differences between different types of malware. However, 
this can be a challenging task, as malware is constantly evolving and new variants 
are being created all the time. 

Despite this challenge, the use of machine learning for malware detection is a 
promising area of research. As machine learning algorithms continue to improve, 
they will become increasingly effective at detecting and classifying malware. This 
will help to protect users from the ever-growing threat of malware attacks. 

Furthermore, as we can see in Fig. 5, classifying subclasses of malware in fact 
does not yield a worse performance compared to the three-class classification case. 
Hence, the ambiguity lies on the difference of classes but not subclasses.
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Fig. 3 Confusion matrix of multi-classification 

Fig. 4 Confusion matrix in classifying malware versus no-malware
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Fig. 5 Confusion matrix in classifying subclass of malware 

5 Conclusions 

In this paper, we investigate the problem of detecting obfuscated malware. We pro-
pose new models that are able to effectively detect malware, even when it has been 
obfuscated to make it more difficult to detect. Our experimental results show that 
our models outperform state-of-the-art methods. In a binary classification setting, 
our models achieve near-perfect accuracy. In future work, we plan to improve the 
performance of our models for multi-class classification. 
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Semi-Vector Controlled PM Synchronous 
Motor Drive 

Arabindo Chandra, Soumyajit Datta, Milan Basu, and Sumana Chowdhuri 

Abstract Vector control and self-control are the most widely used control tech-
niques of the PM synchronous motor. Self-control technique is comparatively simple 
and cost-effective compared to vector control. However, this technique is unable to 
provide satisfactory performance for sinusoidal back E.M.F. machines. Self-control 
is suitable for trapezoidal back EMF motors. The vector control technique is the 
best high-performance control technique of sinusoidal back E.M.F. machines. In 
this paper, a semi-vector control scheme is discussed for sinusoidal back E.M.F. 
machines. The major advantage of this scheme over vector control is that reference 
frame transformations of motor variables and close current control are not required 
which makes the drive simple and less costly than vector control drive. The perfor-
mance of the semi-vector control drive is in between vector control and self-control 
drives. The developed drive can be used for many industrial and domestic applica-
tions in place of a self-control drive. Performance of the drive is being validated by 
experimental study and satisfactory results are found. 

Keywords PM synchronous motor · BLDC · Semi-vector control · Vector control 
drive · SVM · V/f control 

1 Introduction 

A wide interest is created in PM Synchronous Motor (PMSM) due to its unique 
advantage over DC or induction motor, such as high-power density, better efficiency, 
improved power factor, low rotor inertia, and reduction in size and weight [1–3]. 
PM synchronous motor can be classified as trapezoidal back E.M.F. machines and 
sinusoidal back E.M.F. [3–5]. Self-control is the simplest kind of control technique
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of PMSM [6–8]. In the self-control technique, the motor phases are excited with a 
current wave synchronized with rotor instantaneous position and speed [9]. Optical 
encoder or Hall sensor is generally used to detect the rotor position and speed. 
Self-control techniques can be used to control both types of motors. However, the 
trapezoidal back E.M.F. motor will give better performance compared to sinusoidal 
motor. For satisfactory performance of the sinusoidal motor, the phase current must 
be sinusoidal and synchronized with rotor position and speed [10–13]. Vector control 
is used for this said purpose [14–16]. However, vector control technique is complex 
compared to self-control, and costly resources are necessary to implement this tech-
nique [3, 4, 10]. In the present work, a semi-vector control technique is developed. In 
this technique, a stator voltage vector is positioned 90° apart from rotor flux position 
and stator voltage vector magnitude o is varied proportional to the frequency of the 
rotor for providing current regulation without using closed loop current control. The 
position and magnitude of the stator voltage is controlled by using rotor position 
synchronized Space Vector PWM control of the inverter. Therefore, optimal perfor-
mance of the drive is achieved. The semi-vector control drive is relatively simple 
and less costly compared to vector control drive, as current feedback, reference 
frame transformation, and stator flux calculations are not involved in this technique. 
The performance of the drive is somewhere between vector control and self-control 
technique. Experimental study is carried out to establish the drive performance. 

2 Modeling of PM Synchronous Motor 

The most convenient way to model PMSM is to express the instantaneous current, 
voltage, and flux linkage phasors in a synchronously rotating reference frame (d-q 
frame) attached with the rotor. The stator voltages given in the d-q reference are 

Vq = RIq + 
dλq 

dt  
+ ωsλd (1) 

Vd = RId + 
dλd 

dt  
− ωsλq (2) 

where 

λq = Lq Iq and λd = Ld Id + λ f 
Vq , Vd , Iq , and Id are the d-q axis stator voltages and currents, Lq , Ld , λq , and λd 

are the d-q axis inductances and stator flux linkages, while ωs and R are the inverter 
frequency and stator resistance, respectively. λ f is the rotor flux linkage. 

The electromagnetic torque is 

Te = 3P/2
[
λ f Iq +

(
Ld − Lq

)
Id Iq

]
(3)
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And, the equation for the dynamics of the motor is 

Te = TL + Bωr + J 
dωr 

dt  
(4) 

TL is load torque and P is pole pairs, B is damping coefficient, wr is speed, and 
J is moment of inertia. The relationship of inverter frequency and speed is given by 
the following equation: 

ωs = Pωr 

3 Review of Vector Control Scheme 

In vector control, the stator current vector is aligned quadrature to the rotor flux 
vector position. To achieve this, d-axis current of the stator is made zero. This will 
modify the torque equation as follows: 

Te = 3P/2
[
λ f Iq

]
(5) 

It is evident from Eq. (5) that the electromagnetic torque is directly proportional 
to the q-axis current as the rotor flux linkage is constant. The phasor diagram of 
the vector control scheme is presented in Fig. 1. The vector control scheme block 
diagram is shown in Fig. 2. First, the speed error is converted to q-axis current 
(i∗q ) through the PI controller. The rotor position is acquired from the absolute rotor 
position sensor. Position vectors (Sinθe and Cosθe) are calculated from rotor position 
information using a predefined lookup table. The vector rotator (VR) and 2-phase to 
3-phase conversion block converts the d-q current references to 3-phase instantaneous 
current references using the position vectors. The inverter is operated in a hysteresis 
current control scheme to produce reference currents.

For implementation of vector control schemes, the measurement of phase currents 
and reference frame transformation of these currents are necessary. In this work, a 
semi-vector control scheme is developed in which measurement of phase currents 
and reference frame transformation are not required. In the next section, the new 
scheme is discussed in detail. 

4 Semi-Vector Control Scheme 

The phasor diagram of the semi-vector control system is shown in Fig. 3. In this  
scheme, the position of the rotor flux vector is determined by the absolute rotor 
position sensor. The stator voltage vector is positioned 90° ahead of the rotor flux
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Fig. 1 Vector diagram of vector control PMSM 

Fig. 2 Vector control scheme of PMSM

position. The SVM technique is used to orient the stator voltage vector. However, 
the magnitude of the stator voltage vector is to be determined. In conventional vector 
control voltage vector amplitude is determined by comparing the stator d-q current 
with current commands. In a semi-vector control scheme, stator d-q currents are not 
available. This problem is solved by using the concept of volt/Hz control. The core 
concept of voltage/Hz control of PMSM is that the stator voltage varies proportional 
to rotor frequency [17–19].
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Fig. 3 Vector diagram for 
semi-vector control scheme 

Here, the same concept is used to determine the magnitude of the voltage vector. 
The frequency of the rotor is obtained by the differentiating rotor position obtained 
from the position sensor. The main difference between this control scheme compared 
to vector control is that here the stator voltage vector is placed 90° apart from the rotor 
flux vector instead of the stator current vector. This will degrade the motor torque to 
current ratio and dynamic response compared to vector control. However, dynamic 
response of this scheme is better than the self-control scheme. So, this scheme can 
be considered as a semi-vector control scheme. 

5 Implementation 

The drive schematic is shown in Fig. 4. Here, the drive is operated in open loop 
control mode. The controller reads the reference speed command (Nr*) and converts 
it to DC bus voltage (Vdc*). However, in this drive option of automatic DC bus control 
is not available. The problem is solved using the following technique. Inverter DC 
bus voltage is related to the AC line voltage by the following equation for a SVPWM 
voltage source inverter (VSI). 

V
∧

S = 0.57m 
√
3Vdc (6) 

where ‘m’ is the modulation index.
The maximum value of V

∧

s is obtained when m = 1 

V
∧

sm = 0.57 
√
3Vdc (7)
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Fig. 4 Block diagram of the semi-vector control scheme

Now by using Eq. (7), the peak value of fundamental line voltage can be calculated 
for a particular value of DC bus voltage Vdc by the following equation: 

V
∧∗ 

s = 0.57m 
√
3V ∗ 

dc (8) 

Now as Vdc is constant in this system, inverter modulation index is to be varied to 
produce the line voltage corresponding to the DC bus voltage. The modulation index 
can be calculated by Eqs. (7) and (8). However, if the modulation index is set to 
the value given by the above equations, the starting current will be very high. So, to 
keep the motor torque at maximum value and to maintain the starting current within 
the permissible maximum limit, the line voltage magnitude is to be increased grad-
ually, proportional to rotor frequency. This is achieved by the following technique. 
The frequency of the rotor (ωr) is determined by differentiating the position of the 
rotor (θr ), acquired from encoder. Now the amplitude of the line voltage is (V

∧

S) is 
determined by multiplying ωr with G4 and adding a boost voltage V0, where G4 
is expressed by a ratio of rated line voltage and angular frequency. The PWM duty 
cycle calculation block compares V

∧

S with V
∧∗ 

S and calculates modulation index as 
follows: 

If V
∧

S < V
∧∗ 

S then m = V
∧

S 

V
∧

sm
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Fig. 5 Experimental prototype 

Else, m = V
∧∗ 

S 

V
∧

Sm 

The stator voltage vector position calculation block determines the position of 
stator voltage vector depending on the rotor position (θr ). The SVPWM block takes 
voltage vector position and modulation index (m) as inputs and generates the gate 
pulses signal for VSI to create the voltage vector at an angle (θr + 90◦). 

The experimental prototype is shown in Fig. 5. The prototype consists of a diode 
rectifier, IGBT-based 3-phase inverter, gate drive and protection circuit, 10-bit abso-
lute optical encoder, Atmel SAM3X8E microcontroller-based control circuit, and 
encoder signal processing circuit. The motor is a sinusoidal back E.M.F., 230 V, 0.5 
Hp, 4 pole, PMSM. 

6 Result and Discussion 

An extensive experimental study is carried out to support the efficacy of the drive. 
The current waveform for the semi-vector control drive is indicated in Fig. 6. The  
currents for conventional vector control and self-control drives are also shown in 
Figs. 7 and 8 for comparison.

As the motor is a sinusoidal machine, it is obvious that it will provide supe-
rior performance when the stator current is sinusoidal with minimum amount of 
harmonic distortion. From the result, it is evident that the current waveform for semi-
vector control technique is better compared to self-control technique but inferior to 
conventional vector control. 

The drive torque response is shown in Fig. 9. The torque response of the vector 
control drive is also shown. The speed response of the drive for a reference speed of
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Fig. 6 Current waveform of semi-vector control drive 

Fig. 7 Current waveform of vector control drive 

Fig. 8 Current waveform of self-control drive
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750 rpm is shown in Fig. 10. The speed response for vector and self-control are also 
shown in that figure for the same reference speed. 

A quantitative comparison of the semi-vector control drive with vector control 
and self-control drive is presented in Table 1.

By comparing the experimental result of the present scheme with existing vector 
control and self-control schemes, it can be decided that the overall performance of 
the semi-vector control drive is in between vector control and self-control drives.

Fig. 9 Torque response 

Fig. 10 Dynamic response for a reference speed of 1500 rpm 
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Table 1 Result comparison 

Type of 
control 

Speed reference 
(RPM) 

Torque (Nm) Acceleration 
time (s) 

Current Torque ripple 
(Avg.) 

Self-control 1500 0.9 0.5 0.7 0.5 

Semi-vector 
control 

1500 0.9 0.43 0.3 0.025 

Vector control 1500 0.9 0.38 0.2 0.015

7 Conclusion 

SVPMW-based semi-vector control technique for the PMSM is discussed in this 
paper. Experimental results are included to justify the efficacy of the technique. The 
experimental finding exhibits that the performance of the semi-vector control drive 
is somewhat superior to the self-control technique. In this drive, reference frame 
transformations of motor variables and closed loop control of motor phase currents 
are not required. These features reduce the cost and complexity of the semi-vector 
control drive compared to conventional vector control. However, it has inherent limi-
tations, such as relatively inferior dynamic performance, and absence of over current 
protection. The semi-vector control technique is relatively simple and cost-effective 
compared to the vector control technique. Performance of the drive lies somewhere 
between the performances of conventional self-control and vector control. The semi-
vector control drive can fulfill the needs of different industrial and domestic appli-
cations, except for some applications which require excellent dynamic performance 
like industrial robots, machine tools, etc. The necessity of absolute rotor position 
sensing for the operation of the semi-vector control drive is a disadvantage over self-
control drive, as for self-control drive rotor position sensing is required for each 60° 
intermission, which can be found using comparatively less expensive Hall sensor. 
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Abstract Economic growth for good quality food contributed to packaging advance-
ments. The topic of discussion in this research paper is intelligent packaging tech-
nologies, their applications in food packaging, as well as research and breakthroughs 
in the packaging industry. Food products with more intelligent and active packaging 
are both healthier and of higher quality. Active packaging makes use of additives to 
maintain or extend the quality and freshness of the food inside. During the entire 
process of storage and transportation, intelligent systems check packed foods for 
correct information. These advances satisfy the demand for foods that are healthier 
and can be stored for longer. It is anticipated that the market would expand as a result 
of the incorporation of active and intelligent packaging technologies. 

Keywords Active packaging · Intelligent packaging · Food 

1 Introduction 

The primary goals of conventional food packaging are security, information dissem-
ination, portability, and confinement [1]. To prevent the food material from being 
harmed by factors such as temperature, sunlight, humidity, pressure, bacteria, exhaust 
fumes, and so on, it is packaged and stored in a suitable container. It comes in a
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number of different forms, which makes it more convenient to use and cuts down 
on the amount of time it takes the user [2]. In conventional packaging, the absence 
of reactivity in the materials used for packaging is the key issue for ensuring the 
safety of the item. To ensure the highest level of food safety, intelligent packaging 
technologies are designed to respond to the dynamic relationship that exists between 
the product being packaged and its surrounding environment [3]. Active and smart 
packaging ideas, on the other hand, are based on the perceived relationship between 
the eco-system of the packaging and the food in order to just provide effective secu-
rity to the food [4]. In-depth descriptions of the most significant novel packaging 
technologies (Fig. 1) now employed in the food sector are provided in this research 
paper. 

Fig. 1 Sensor-based smart packaging technologies
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2 Active Packaging 

Active packaging is defined as packaging that serves a purpose other than merely 
protecting its contents from the elements [5]. To attain certain qualities or to increase 
the food product’s life span, active packaging involves a beneficial interaction 
between the item, the package, and the ecosystem [6]. It has also been referred to as 
a method for preserving food for an extended time frame, making it safer or more 
appetizing, or enhancing its sensory properties while maintaining its initial shape 
[7]. To keep or enhance the quality of packaged food products, active materials and 
articles are required to comply with regulations 1935/2004/EC and 450/2009/EC 
[8]. The packaging and its surroundings are planned to be a source of discharge or 
absorption of chemicals. The goal of active packaging is to extend the shelf life of 
packaged food through the application of one or more of a variety of methods, such 
as the control of internal temperature and/or humidity, the elimination of oxygen, the 
addition of ingredients such as salt, sweetener, carbon dioxide, and natural acids, or 
a combination of these [9]. Recent innovations in active packaging have facilitated 
progress in a wide range of fields, such as the delaying of oxidizing in food products, 
the adjustment of breathing rate in farm commodities, the suppression of microbio-
logical growth, and the prevention of moisture transfer in dried goods [10]. Coating, 
tiny holes, laminating, joint extrusion, and polymer blends are all examples of active 
packaging techniques that can be used to adjust selectivity and hence change the air 
concentrations of gaseous chemicals inside the container [11]. 

3 Oxygen Scavengers 

Food packaging oxidizes faster. Oxygen promotes aerobic microorganism prolif-
eration, off-flavor and foul smell growth, discoloration, nutritional declines, and 
muscle food shelf-life stability. Controlling oxygen levels in food packaging helps 
reduce spoiling [12]. MAP or vacuum packaging cannot totally remove air from 
oxygen-sensitive goods. The device can’t remove air from the packaging film. By 
using oxygen predators, the value of oxygen-sensitive meals can be lowered. Oxygen 
absorbers lower package head space oxygen to below 100 ppm [13]. Commercial 
oxygen scavengers oxidize iron powder, ascorbic acid, photosensitive dye, enzymes, 
saturated fatty acids, immobilized yeast, etc. [14]. Most oxygen scavengers are based 
on iron powder oxidation and come in little sachets with a variety of catalysts [15]. 
The chemicals combine with the food’s water to form a hydrated metallic reducing 
agent that scavenges oxygen. Oxygen scavengers can remove oxygen from packets 
with moderate barrier qualities. MAP or oxygen scavengers can be utilized [16]. 
Oxygen scavengers eliminate leftover oxygen from MAP. Alternatives to sachets 
comprise card, sheet, or layer packaging inserts. The oxygen scavenger in the package 
prevents unwanted sachet breakage and unintended intake [17]. Oxygen-scavenging 
chemicals can be mixed with polyethylene, which permits oxygen and water to
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quickly diffuse from headspace or food to reactive components [18]. Oxygen-
scavenging plastic films and laminates are less effective than steel sachets or tags 
[19]. 

4 CO2 Absorbers and Emitters 

Adding carbon dioxide to a package slows the rate of oxygen and stops the devel-
opment of microorganisms in foods including meat, chicken, fish, dairy, and baked 
products. As a result, foods that benefit from high CO2 levels (10–80%) have a 
significantly longer shelf life. Fragility in flexible packaging has been linked to 
the relative vacuum formed by oxygen scavenger packets [20]. And while carbon 
dioxide is soluble at low temperatures, a temporary vacuum is created when it is 
passed through a container together with oxygen [21]. A method called soluble gas 
stabilization (SGS) can incorporate enough carbon dioxide (CO2) into the item in 
pure CO2 in as short as a short time before it becomes available for purchase [22]. 
Muscle meals can be stored in a regular MAP tray, which features a false bottom with 
perforations and a sachet. The food’s juices work in tandem with the sachet to release 
carbon dioxide into the package, keeping it from collapsing [23]. Absorbers of carbon 
dioxide are added to packages to get rid of the buildup of carbon dioxide. Because 
fresh roasted coffees release a large amount of carbon dioxide (CO2) into the air 
immediately after roasting, the package will rupture without the use of a CO2 scav-
enger [24]. Sachets designed for CO2 removal are available from Mitsubishi Gas 
Chemical Company. As an alternative to the traditional “aging” period following 
coffee roasting, CO2 scavengers can be used to keep the coffee’s flavorful volatile 
compounds from escaping during storage [25]. 

5 Antimicrobial Packing 

Antimicrobial packaging reduces, inhibits, or retards the development of microor-
ganisms in packaged food products or packaging material. Antimicrobial chemicals 
can be added to food packaging to control germs [26]. Onion, cardamom, ginger, 
mint, basil, thyme, garlic, mustard, and radish are organic antimicrobials. Other 
natural antimicrobials include polypeptide nisin, natamycin, pediocin, and bacteri-
ocins [27]. There are two different types of antimicrobial packages: those that allow 
the antimicrobial chemicals to travel to the surface, and those that are efficient against 
surface germs without allowing the chemicals to travel to the foodstuff [28]. Direct 
surface application of antibacterial chemicals to food has limited applicability since 
the active material is neutralized on contact or diffuses quickly to the food. Antimi-
crobials added to meat formulations may be partially inactivated by flesh ingredients, 
limiting their impact on the surface microflora [29].
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Antimicrobial packaged goods should have a longer lag phase and a smaller devel-
opmental level of microorganisms to increase storage life and maintain safety. Meat, 
chicken, bread, cheese, fruits, and legumes are all infused with antimicrobial chem-
icals [30]. Polymers are modified with bio-active compounds such as antimicrobials 
for use in the delivery of medicines and insecticides, as well as in the production of 
textiles, surgical implants, and other biomedical equipment [31]. The most popular 
antibacterial agent is zeolite that has been treated with silver. There is a wide range of 
bacteria that can be killed by silver ions, and they are also able to inhibit a number of 
metabolic enzymes [32]. The surface in touch with food is coated with silver zeolite. 
A silver ion release occurs when food solubility penetrates the open spaces of the 
porous laminate. Zeomic, Apacider, AgIon, Bactekiller, and Novaron are just a few of 
the zeolites that have had silver added to them [33]. The polymers contain antibiotics, 
metals like copper, antimicrobial enzymes like lactoperoxidase and lactoferrin, and 
antimicrobial peptides such megainins, cecropines, and defensins. Chlorine dioxide, 
sulfur dioxide, carbon dioxide, and ethanol are all gases that are released by antimi-
crobial packaging techniques [34]. With this setup, plastic is kept well away from 
edible items. Here, packaging materials have antimicrobial chemical extrusion or are 
coated immediately into polymers or carriers. The packaging of a volatile antimi-
crobial solution must have high barrier properties to reduce the loss of active ingre-
dients. Apply ethanol directly to food with a spray bottle or make your own with 
ethanol sachets. Both Ethicap and Antimold work by drawing out dampness and then 
releasing ethanol vapors. Moist baked goods, cheese, and shellfish all benefit from 
the use of ethanol vapor producers. Ethanol can be removed from the products by 
heating it before use. Chlorine dioxide is another antibacterial chemical that is effec-
tive against bacteria, yeasts, and viruses. Hydrophobic and hydrophilic copolymer-
ization of sodium chlorite with acid precursors yields chlorine dioxide. Hydrochloric 
acid is formed when food humidity comes into touch with the hydrophobic phase, 
and it reacts with sodium chlorite to generate chlorine dioxide [35]. 

Covalently immobilized antibiotics or fungicides are used in certain antimicrobial 
packing. Peptides, enzymes, polyamines, and organic acids have structural features. 
Films and coatings utilize antibacterial polymers like chitosan [36]. Chitosan is used 
to preserve fresh produce against mold. It protects micronutrients from microorgan-
isms. Antimicrobial edible coatings and films made from polysaccharides, proteins, 
and lipids are biodegradable, edible, biocompatible, and aesthetically pleasing [37]. 
Whey protein coverings and films can include consumable antimicrobial compounds 
as lysozyme, nisin, potassium sorbate, etc. Use pediocin or nisin on cellulose shell 
to suppress Listeria monocytogenes on chicken, lamb, pork, and beef. Nisin and 
lysozyme in soya protein and corn zein films inhibit Lactobacillus plantarum and 
Escherichia bacteria on labmedia [38].



44 B. P. Aniruddha Prabhu et al.

6 Moisture or Humidity Prevention 

The presence of moisture is a crucial factor in food spoiling; hence moisture regulators 
are used to reduce the item’s moisture content and so stop microorganisms from 
growing. When fresh fruits and veggies are packaged in a section that is colder 
than the rest of the container, they undergo a process of respiration that results 
in condensation. Microbial deterioration and diminished aesthetic appeal are both 
caused by soluble nutrients leaching into the water. Dry, crunchy items get soggy, 
while hygroscopic items like milk powder, instant coffee powder, chocolates, etc. 
become cake, when there is too much humidity in the packaging [39]. 

To prevent fish, meat, poultry, fruits, and vegetables from becoming soggy, wet 
pads, sheets, and blankets are utilized. Melted ice is absorbed by large sheets and 
blankets during air freight carriage of chilled fish. To make drip absorbent sheets, 
a super absorbent polymer is sandwiched between two layers of a micro-porous 
polymer like polyethylene or polypropylene. Cheese, chips, nuts, sweets, spices, and 
other food items all employ desiccants [40]. Dry meals are packaged with desiccants 
like silica gel, molecular sieves, or calcium oxide, while wet foods are buffered 
with micro-porous bags or pads of inorganic salts and a layer of solid polymeric 
humectants [41]. 

7 Discharge of Antioxidants 

Antioxidants are commonly used in food to increase its oxidation resistance and 
hence its storage life. Certain foods get their antioxidants from the containers they 
come in, in response to rising buyer’s desire for natural, minimally processed meals. 
Incorporating antioxidants into the polymers can also stabilize it, protecting the 
sheets from deterioration. Han et al. looked at how adding ButylatedHydroxy Toluene 
(BHT) to HDPE packaging affected oat flakes (1987). Seventy percent of the BHT 
left the cereal and only twenty-five percent stayed [42]. Adding a layer of low-
permeability polymer can stop the loss from going out. However, the accumulation 
of BHT in human adipose tissue has raised concerns about the influence of BHT 
on people’s health [43]. The oxidative reactions that cause rancid odor, and color 
changes in fatty fishes can be mitigated by using natural antioxidants on packing 
films, such as Vitamins C and E. Vitamin E has been shown to be stable under 
processing circumstances and to dissolve very well in polyolefins, making it an ideal 
preservative for low- to moderate cereals and junk foods [44].
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Fig. 2 Sensor integration in 
smart packaging 

8 Recyclers of Ethylene 

Aroma or flavor absorbers and emitter volatile compounds including aldehydes, 
amines, and sulfides are created during food spoiling, and they can be selectively 
scavenged from the packaging [8]. Smell absorbents prevent shipments from taking 
on each other’s overbearing aromas on the road. An adequate thickness of polyethy-
lene terephthalate (PET) or polyethylene, a port for the flow of breathing gases and an 
odor-absorbing sachet comprising charcoal and nickel make up the components of the 
package [45]. Polymers that incorporate acidic compounds, such as citric acid, can 
reduce or eliminate volatile amines, which are byproducts of protein degradation in 
fish flesh. The film used to create ANICO bags (Japan) comprises ferrous salt and an 
organic acid such as citric acid or ascorbic acid, both of which are capable of oxidizing 
the amines. High barrier packaging materials can also prevent the transmission of 
scents that are not associated with food, such as taints [46]. Sensor incorporation into 
different types of packaging to enable smart functionalities is represented in Fig. 2. 

9 Other Forms of Activated Packaging 

Active packaging will find widespread use in the future, and one potential use is the 
self-heating packaging of ready-to-eat meals. When the internal pressure or steam 
level in the pack reaches a certain threshold, the package automatically releases the 
steam. Using techniques including shielding, field modulation, and the incorporation 
of susceptors, microwaveable active packaging aims to improve the heating behavior 
of food heated in the microwave [47]. Microwave susceptors, made of aluminum or
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stainless steel that has been placed on a substrate such as polyester film or paper-
board, facilitate uniform heating, surface browning, and crisping [48]. Along with the 
functional microwave packs are steam valves that let steam out easily while cooking 
in the microwave. For steaming or microwaving convenience foods, the Flexis TM 
Steam Valve is a commercial pressure-sensitive steam valve that may be attached to 
most of the flexible food packaging lidding films or molded containers. It creates 
a tight seal that keeps the product’s contents safe at first and then opens up during 
cooking. The quality of the meal is preserved by maintaining a steady temperature 
throughout cooking [47]. 

9.1 Intelligent Packaging 

Intelligent packing is connected to the idea of contaminants migrating within food-
stuff and the packaging’s ability to communicate to assist consumers in making 
choices. By “intelligent materials and products,” we mean those that keep tabs on the 
temperature and humidity of the space in which the product is stored or the packaging 
it came in [49]. The state of the food or its environment can be communicated to the 
consumer using intelligent packaging solutions (temperature, pH). It can monitor, 
sense, and document changes in the goods environment and presents this information 
to the consumer in a way that standard packaging cannot. Intelligent components, 
in contrast to active ingredients, are not designed to leach their nutrients into the 
meal [50]. HACCP and QACCP are systems designed to detect unsafe food at the 
source, determine the nature of any potential health risks, and implement measures 
to prevent them. Intelligent packaging can help improve these systems. It also aids 
in determining which steps can most effectively enhance the end product’s quality 
by focusing on the procedures that have the most significant impact on the quality 
attributes. Sensors, indicators, and radio-frequency identification (RFID) devices are 
the three primary forms of intelligence in modern technological infrastructures [51]. 

9.2 Sensors 

One definition of a sensor is “an instrument for detecting, localizing, or quantifying 
energy or matter by generating a signal indicative of some measurable physical or 
chemical attribute.” Whenever a sensor is activated, it will send out a signal. For most 
sensors, the receiver and the transmitter are the two most important components [52]. 
Different types of sensors (Fig. 3) are given below.

Biosensor: With the help of biosensors, researchers may observe, monitor, and share 
data on biological and chemical processes. Biosensors have bio-receptors and bio-
transducers [53]. The target analyte is recognized by the bio-receptors, and the 
biochemical signals are transformed into a measurable electronic response by the
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Fig. 3 Different types of 
sensors

transducer. Enzymes, hormones, nucleic acid, antigens, microorganisms, and so on 
are all examples of bio-receptors. The optic, acoustic, or electro chemical transducers 
are all acceptable [54]. 

Gas Sensor: Gas sensor measures package gaseous analytes. Sensors based on piezo-
electric crystals, organic conducting polymers, and metal oxide semiconductor field 
effect transistors are all part of the package [55]. Direct contact with the analyte 
causes either a quenching of luminescence or a change in absorbance, which optical 
oxygen sensors rely on. Optochemical sensors can determine the quality of products 
by analyzing gas analytes such hydrogen sulfide, carbon dioxide, and volatile amines 
[56]. 

Chemical Sensor: Surface adsorption can be used to assess the presence, activity, 
composition, and concentration of a target chemical or gas, and this is where chemical 
sensors and receptors come in. Transducers sense the presence of specific substances 
and turn those observations into signals. Whether a transducer is active or passive 
is determined by how much external power is necessary for the measurement [57]. 
Nanoparticles, graphene, graphite, nanofibers, and nanotubes are all examples of 
carbon nanomaterials that are used in chemical sensors because of the significant 
particular surface size that these materials possess in addition to their remarkable 
electrical and mechanical properties [58]. 

10 Indicators 

Indicators are chemicals that can be used to identify the presence or absence of a 
component, the capacity to concentrate on a specific component, or the strength of a 
reaction between two or more substances. The term “indicator” refers to any material 
that can reveal information about the existence, absence, concentration, or intensity
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Fig. 4 Different types of 
indicators 

of a response between one or more components [59]. Different types of indicators 
(Fig. 4) are given below. 

10.1 Freshness Indicators 

Indicators of freshness reveal the extent to which a food item has degraded due to 
microbial growth or chemical changes. Indicators on the packaging react with the 
metabolites produced during microbial development, allowing for a visible inspection 
of the product’s microbiological quality [60]. 

10.2 Time Temperature Indicators 

When it comes to the rate at which food spoils physically, chemically, and microbio-
logically, temperature is considered to be among the most influential environmental 
factors. The purpose of these indicators is to provide feedback on whether or not a 
predetermined temperature has indeed been consistently exceeded, and/or to provide 
a rough estimate of how long a product has been at an unsafe temperature (time 
temperature history) [61]. With the help of these labels, you can easily see how the 
temperature of your shipment or storage space changed over time. As a result, they 
are able to report instances of mistreatment of refrigerated or frozen goods [62].
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10.3 Integrity Indicators 

Adding a leak detector to a shipment guarantees that nothing is ever lost in transit. 
Redox dyes are used in visual oxygen indicators because they alter color depending on 
the oxygen content [63]. The system’s disadvantages include the need for a very deli-
cate instrument and the susceptibility of the product’s residual oxygen to indications 
[64]. 

11 Conclusion 

There has been significant development in smart packaging technology over the 
past few years, and these advancements are now being incorporated into pack-
aging systems to improve upon the requirements of the food distributed generation. 
This action is being taken to better accommodate the needs of the food distribution 
network. The food business can benefit from the use of advanced packaging tech-
nologies since these advancements can increase the longevity of products, boost their 
quality and safety, and inform consumers about what they’re buying. An investiga-
tion of such “smart packaging” methods might result in improvements to the process 
that is already in place. There is a lot of unrealized potential in smart packaging that 
has not yet been explored, but there is a lot of promise that can be achieved to make 
people’s lives more convenient in the future. 
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Comparative Analysis of RSA-RK 
and ECC-RK for Aadhaar Card 

R. Felista Sugirtha Lizy 

Abstract Hackers are inventing novel strategies to breach the encrypted information 
of practically all existing cryptographic algorithms, and therefore network security 
has always been an emerging study in communication technology. “Elliptic Curve 
Cryptography” (ECC) is a new cryptographic approach that has been demonstrated 
to work in public-key cryptosystems. ECC’s benefits ensure secure data transmission 
across an insecure medium. The standard ECC key pact procedure is based on El-
Gamal encryption. ECC is the handiest procedure for network security because it 
offers good security with smaller key sizes, quicker computations, lower computing 
power, and less storage space. By merging ECC and Runge–Kutta (RK) methods, 
the performance of the ECC cryptanalysis technique is enhanced in relation to speed 
and security in this paper. The key advantages of RK techniques are that they are 
simple to use and have a low error rate. The Runge–Kutta-ECC procedure is designed 
to improve the avalanche effect, speed, throughput, and power consumption of the 
method. The enhanced performance of the RKECC method is discussed, in addition 
to the experimental results. There is also a detailed mathematical justification for the 
RKECC algorithm. 

Keywords Elliptic curve cryptography · Speed · Throughput · Power 
consumption · Runge–Kutta 

1 Introduction 

Various essential services in India, such as driving authorizations, school 
studentships, cooking gas subventions, pensions, passports, and prudent fund 
accounts, are now linked to the Aadhaar card. The Aadhaar card is also being consid-
ered for integration with Indian Railway System services, particularly for online 
reservations. In June 2016, the Developmental Supportive Bank was introduced an
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Aadhaar-based ATM using biometric fingerprints for added consumer security. The 
significance of Aadhaar cannot be overstated, as it contains data of billions of people, 
making its security a major political concern. However, Aadhaar has faced core and 
authorized challenges, together with significant leaks and defects in its inclusive 
safety, further complicating the situation. 

Authentication, confidentiality, non-repudiation, integrity, access control, and 
other functions are all conceivable with cryptography. Various cryptography algo-
rithms are used to encrypt data (methods of encryption). Together, key and cryptog-
raphy algorithms are employed for data encoding and decoding (unscrambling) in 
information and system security. 

Cryptography involves secure handover evidence through encryption and decryp-
tion procedures, playing a crucial role in data security. Here are two categories of 
cryptography: “Symmetric Key Cryptography (SKC)” using one key for both oper-
ations, and “Asymmetric Key Cryptography (AKC)” using two keys, one public and 
one private. 

PKC classifies public key generation into three families based on mathematical 
difficulty: (1) Rivest, Shamir, and Adleman (RSA) family, (2) Diffie–Hellman (DH) 
family, and (3) Elliptic Curve Cryptography (ECC) family. 

ECC offers unbreakable security, requiring more arithmetic but easy implemen-
tation on hardware or software. 

The rest of the document is structured as follows: Section 2 provides an overview 
of DES, Sect. 3 explains the ECC algorithm, Sect. 4 outlines the proposed system, 
Sect. 5 analyzes the results, and the Sect. 6 presents the conclusions. 

2 Literature Survey 

Siddharth Raju et al. published a brief study on the Aadhaar card in 2017, discussing 
the scope and benefits of integrating the card into other systems. We also offer a 
number of scenarios in which the Aadhaar card may constitute a security risk [1]. 

In 2010, Paar [2] stated that Cryptography has become ubiquitous, finding its way 
into various aspects of our lives, including web browsers, email applications, cell 
phones, credit cards, cars, and even medical implants. 

In 2015, Urvasi [3] suggested a new technique for stenography. To conceal visual 
information, a variety of stenographic and encryption techniques are employed. Some 
strategies are superior to others, while others have advantages and disadvantages. 

In 2019, Aldabagh [4] reported a variety of security scenarios, cryptography being 
the most widely used strategy. The main problem is implementing security without 
interfering with personal information. In this scenario, steganography is the most 
appropriate alternate technique. 

In 2020, Hoobi [5] conducted a study aiming to enhance the security of the 
Data Encryption Standard (DES) algorithm by improving the encryption key. The 
research utilized a combination of two efficient encryption algorithms, incorporating
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the elliptic curve cryptography (ECC) algorithm to achieve a higher level of security 
for the Data Encryption Standard method. 

In [6], the authors explained a technique for encrypting and decrypting text 
messages and image files in the spatial domain using a comparative linear congru-
ential generator to improve random number generation and security. 

Singh et al. [7] presented an implementation for ECC encryption and decryption 
of audio files in 2014. 

Luma et al. [8] reported an ECC-based encryption and decryption method for 
audio files transmitted over the network in 2015. The study found ECC to be suitable 
for handling large data volumes and recommended it over RSA due to its ability to 
provide the same security with a smaller key size. 

In 2016, Kumar et al. [9] proposed a novel solution for picture security by encoding 
RGB images with DNA and applying Elliptic Curve Diffie–Hellman encryption 
(ECDHE), adding an extra layer of protection. 

In 2017, Fang et al. [10] explored the details of elliptic curve cryptography, 
covering its basics, message partitioning, encoding/decoding, and usage for encryp-
tion, key exchange, and digital signatures. The study concluded that ECC is preferred 
for these tasks due to its speed and memory efficiency. 

3 Elliptic Curve Cryptography Algorithm 

ECC is an element of PKI for generating keys; it is not an independent method that 
just takes care of the end-to-end safety of user data. Asymmetric PKI cryptography 
requires a user or system to have public and private keys that are a set of keys. 

The private key is a secret key that only the user knows about, whereas the public 
key is shared with one or more users who have agreed to communicate. Key agreement 
protocols are used to manipulate such keys for data encryption and decryption. This 
proposed work is concerned with the encryption of data. 

The proposed algorithm’s province constraint is the prime p, which defines the 
scope of the field, together with values a and b, which fix the coefficients of the 
elliptic curve equation. 

ECC implements all important asymmetric cryptosystem capabilities, including 
encryption, signatures, and key exchange. ECC is regarded as an ordinary contem-
porary replacement for the RSA cryptosystem since it uses lesser keys and signs for 
the identical level of security as RSA and allows for extremely rapid key generation, 
key agreement, and signatures. 

“Elliptic Curve Cryptography” is one of several dissimilar types of public-key 
cryptography. RSA, Diffie–Helman, and added algorithms are examples. As a starting 
point, let’s go over the basics of public-key cryptography; when you have the time, 
you go into public-key cryptography in greater depth. 

Figure 1 shows how public-key cryptanalysis enables the following:



56 R. Felista Sugirtha Lizy

Fig. 1 The ECC algorithm’s structure 

A private key and a public key are generated. Then, the public key is publicly 
distributed, and anyone can use it to encrypt data. The private key, on the other hand, 
is kept secret, and only those who possess it will be able to decrypt data with it. 

3.1 Runge–Kutta Methods 

Consider the subsequent example of a differential equation: 
db 
da  = f (a, b) with y(a = a0) = b0 as the initial condition. 
Our aim is to fix y(x) in a described space. 
The solution is as follows, using Euler’s approach: 
bi+1 = bi + h f  (ai , bi ) (Here, the notations are a(i ) = ai , b(i ) = bi ) where 

h = ai+1 − ai . 

bi+1 = bi + hbi and bi = f (ai , bi ) 

We can derive the above formula from Taylor’s series expansion: 

bi+1 = b(ai+1 + h) = bi + hbi = bi + h f  (ai , bi ) 

Because we ignore the higher order component of Taylor’s series, which leads 
to the truncation error O(h2), Euler’s method is first-order accurate. As a result, the 
Euler technique is also referred to as the first-order Runge–Kutta method. 

Consider the standard first-order differential equation once more to understand 
the second-order Runge–Kutta method: 

db 
da  = f (a, b) with b(a = a1) = b1 as the initial condition. 
Assume that ‘h’ is the equidistance value of x, that is, 

a2 = a1 + h; a3 = a2 + h; . . .  ; ai+1 = ai + h
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Fig. 2 The RK method’s 
structure 

To understand the second-order Runge–Kutta method, refer to Fig. 2. First of 
all, we compute the slope s1 = f (ai , bi ) of the result curve is b(a) at point (ai , bi ). 
Then, let us draw a straight line from the primary point (ai , bi ) with the slope s1. Let’s  
assume that the conventional line cuts the vertical line through a1 + h at (a1 +h, b′

2). 
Note that by definition, s1 = (b′

2 − b1)/(a2 − a1) = (b′
2 − b1)/h. This implies that 

b′
2 = b1 + s1h. 
Determine the slope of the resolution curve b(a) at the point s2 = f (a1+h, b′

2) = 
f (a2, b1 + s1h). Return to the point (a1, b1) position and draw a straight line with 
a slope s = (s1 + s2)/2. The approximate explanation of the considered differential 
equation at the point a1 + h in the second-order Runge–Kutta method is the point b2, 
where this straight line cuts the vertical line a1 + h. The slope is defined as follows: 

s = (b2 − b1)/(a2 − a1) = (b2 − b1)/ h 

b2 = b1 + hs 

b2 = b1 + h(s1 + s2)/2 

where s1 = f (a1, b1) and s2 = f (a2, b1 + s1h). 
In general, the i +1th is calculated using the formula from the ith point: 

bi+1 = bi + h(si + si+1)/2 

where si = f (ai , bi ) and s2 = f (ai+1, bi + si h). 
Heun’s method is another name for this method. The Runge–Kutta second-order 

approach is second-order accurate, i.e., wedemonstrat that the truncation error is 
O(h3) using Taylor’s series expansion.
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Fig. 3 Structure of RKECC 
algorithm 

4 Proposed RKECC Algorithm 

The Aadhaar card security is the most important in this country. So that, we need 
to improve the “Aadhaar card” security is very emerge. The proposed Runge–Kutta-
ECC method, which is founded the RSA and Runge–Kutta (RK) approaches, is 
depicted in Fig. 3 for improving the Aadhaar card security and speed also. The 
RKECC algorithm is discussed in further detail below. 

4.1 RKECC 

Using the new function, RKECC now outperforms the ECC algorithm in terms of 
speed and security. The modified function allows for the encryption and decryption of 
a file’s whole contents. To shorten the time needed for each decryption, the procedures 
are carried out in three steps. The previous research paper reported an implementation 
for RKRSA encryption and decryption text file [11]. So this paper is compared with 
the RKECC algorithm and RKRSA algorithm. 

5 Experimental Results 

The text files used in this study are 226–289 bytes in size. By averaging the ten values 
(ten times), the file size is premeditated [12]. The execution speed, avalanche effect 
encryption throughput, and decryption throughput make up the overall performance 
parameters. In MATLAB, the RKECC algorithm is implemented. 

The trial results for different performance indicators for the RKECC and RKRSA 
algorithms are listed below. The implications are numerous, as seen in the tables.
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5.1 Time for Encryption 

Figure 4’s representation of encryption time shows how long it takes to convert 
a message from plaintext to ciphertext during encryption [13]. For different input 
sizes, the average encryption time is computed. And finally, compared to the RKRSA 
algorithm, the RKECC algorithm requires the least amount of time for encryption. 
Table 1 details the comparative analysis of encryption time. 

Fig. 4 Analysis of encryption times in comparison 

Table 1 Analysis of 
encryption times in 
comparison 

Size of the input (Bytes) RKRSA RKECC 

226 0.6135 1.9734 

252 0.7126 0.0111 

253 0.7125 0.0109 

263 0.7734 0.0112 

268 0.7903 0.0120 

270 0.7995 0.0122 

279 0.8714 0.0118 

280 0.8471 0.0120 

282 0.8378 0.0450 

289 0.8589 0.0144 

Average time (s) 0.7817 0.2114 

Throughput (KB/s) 0.3405 1.2592
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5.2 Time for Decryption 

Decryption time is one of the metrics used to measure overall performance. This 
metric measures how long it takes to translate a message from ciphertext to plaintext 
at the time of decryption (see Fig. 5). And finally, when compared to the RKRSA 
method, the RKECC technique requires the least amount of time to decode data. 
Table 2 provides a comparison analysis of decryption time. 

Fig. 5 Analysis of decryption times in comparison 

Table 2 Analysis of 
decryption times in 
comparison 

Size of the input (Bytes) RKRSA RKECC 

226 0.5643 0.0752 

252 0.6947 0.0712 

253 0.6724 0.0834 

263 0.7173 0.0843 

268 0.7311 0.0818 

270 0.7525 0.0896 

279 0.8119 0.0096 

280 0.8031 0.0122 

282 0.7857 0.0945 

289 0.8158 0.0936 

Average time (s) 0.73488 0.06954 

Throughput (KB/s) 0.3622 3.8281
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5.3 Time for Execution 

The time it takes to create a ciphertext from plaintext and create plaintext from the 
ciphertext, as seen in Fig. 6, is referred to as the execution time. And finally, compared 
to the RKRSA algorithm, the RKECC algorithm requires the least amount of time 
to execute. Table 3 provides a description of the comparative analysis of execution 
time. 

Fig. 6 Analysis of execution times in comparison 

Table 3 Analysis of 
execution times in 
comparison 

Size of the input (Bytes) RKRSA RKECC 

226 1.1778 2.0486 

252 1.4073 0.0823 

253 1.3849 0.0943 

263 1.4907 0.0955 

268 1.5214 0.0938 

270 1.551 0.1018 

279 1.6833 0.0214 

280 1.6502 0.0242 

282 1.6235 0.1395 

289 1.6747 0.1081 

Average time (s) 1.51648 0.28095 

Throughput (KB/s) 0.1726 0.9475
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Fig. 7 Analysis of encryption throughput in comparison 

Table 4 Analysis of throughputs in comparison (KB/s) 

Total plaintext in MB Algorithms Encryption 
throughput 

Decryption 
throughput 

Execution 
throughput 

2662 RKRSA 0.3405 0.3498 0.1726 

RKECC 1.2592 3.8280 0.9475 

5.4 Encryption Throughput 

The encryption throughput of the RKECC algorithm with various input files is 
displayed in Fig. 7. 

The encryption throughput is calculated by dividing the full plaintext in Megabytes 
by the encryption time in Seconds. 

Total Plaintext in Megabytes/Encryption Time is the throughput. 
Table 4 presents the findings. 

5.5 Decryption Throughput 

The RKECC algorithm’s decryption throughput with various input files is shown in 
Fig. 8.

The Decryption Throughput is calculated by dividing the total plaintext in 
Megabytes by the Decryption time in seconds. 

Total Plaintext in Megabytes/Decryption Time is the throughput. 
Table 4 provides a summary of the findings.
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Fig. 8 Analysis of decryption throughput in comparison

5.6 Execution Throughput 

Figure 9 shows the execution throughput of the RKECC method with various input 
files. 

The Execution Throughput is calculated by dividing the total plaintext in 
Megabytes by the execution time in Seconds. 

Total plaintext in megabytes divided by execution time is the measure of 
throughput. 

The results are summarized in Table 4.

Fig. 9 Analysis of execution throughput in comparison 
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Fig. 10 Analysis of avalanche effect in comparison 

Table 5 Analysis of 
avalanche effect in 
comparison 

Encryption technique Avalanche effect 

RKRSA 56 

RKECC 56.2 

5.7 Avalanche Effect 

The avalanche effect takes place when a single bit of the original text or a single 
bit of the key scheduling scheme is modified, causing changes in numerous bits of 
the ciphertext (see Fig. 10). As a result, the avalanche effect increases with security 
strength [14, 15]. Table 5 provides a summary of the results. When compared to the 
RKECC algorithm, the RKRSA algorithm has the least amount of avalanche impact. 

5.8 Power Consumption 

According to the aforementioned data, the RKECC algorithm uses the least amount of 
electricity and has the highest Execution Throughput [16]. Compared to the RKRSA 
algorithm, the RKECC algorithm offers the highest execution throughput.
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6 Conclusion 

For planning messages to an elliptic curve point, this study provides two algorithms: 
Runge–Kutta and Elliptic Curve Cryptography. In both techniques, groups are created 
by combining a list of ASCII values for the input text and creating enormous inte-
gers. Formerly, at the transmitter end, we use elliptic curve encryption, followed by 
decryption at the receiver end. The new techniques outperform the current approach 
and are appropriate for huge input information. The procedures offer the same level 
of protection as existing ECC-based encryption methods. The procedures are scal-
able, meaning they can handle any form of input message language. This new hybrid 
algorithm is used to secure the Aadhaar card and Smart card. 
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Fundamental Security Risk Modeling 
in Smart Grid in the Modern Era 
of Artificial Intelligence 

Rakshit Kothari, Ayushi Gill, Vijendra Kumar Maurya, and Anurag Paliwal 

Abstract The world is moving toward viable as well as reliable energy sources. The 
implementation of smart grids is one such drive that aims to coordinate the generation, 
distribution, and consumption of energy more efficiently. However, managing the 
smart grid is not an easy task as it involves dealing with a large amount of data 
and making real-time decisions. Artificial Intelligence has emerged as a promising 
solution to address these challenges. Smart grids enable utilities to optimize their 
current infrastructure while reducing the need to build more power plants since 
they are autonomous and increase the effectiveness and efficacy of electrical power 
management. In this paper, we have analyzed the management of smart grids using 
AI with various algorithms used in Smart Grid and focusing on power generation 
and distribution systems. The paper also highlights the benefits of using AI such as 
improved efficiency, reduced costs, and enhanced reliability with applications for 
fault detections and provides the comparison of traditional and modern technology 
in smart grids. 

Keywords Artificial intelligence · Energy consumption · Smart grid ·
Conventional grid 

1 Introduction of Artificial Intelligence in Smart Grid 

As the world moves toward a sustainable energy future, the use of AI in the man-
agement of smart grids will become increasingly important way. AI is playing an 
increasingly important role in managing power distribution in smart grid systems. 
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By analyzing large volumes of data in real time and making predictions about energy 
demand and supply power, AI algorithms are enabling utilities to operate more and 
more efficiently, reliably, and sustainably than ever before. 

Electricity has become an essential part of our regular lives. From powering our 
homes to driving our economy, it has become an indispensable commodity. The 
demand for electricity of human beings has increased symbolic over the decade. The 
primary requirement of electricity for human beings is to power our homes along 
with our workplaces. Without electricity, we would have to resort to alternative 
and often less efficient sources of energy such as candles together with firewood. 
In addition, electricity enables us to have access to modern conveniences such as 
refrigeration, heating, cooling, and entertainment. Electricity is also essential for 
businesses as well as industries [ 7]. Without electricity, the businesses would not be 
able to operate their full potential as well as our economy would suffer. For instance, 
hospitals rely on electricity to achieve life-saving equipment such as respirators as 
well as heart monitors. The demand for electricity has been growing due to the 
growing populations and urbanizations. By 2050, it is projected that there will be 
9.7 billion people on the globe this will lead to an increased demand for electricity 
power [ 13]. The urbanization trend also means that more people will be living in 
cities [ 20], which will require more electricity to power buildings, infrastructure, 
and transportation. Another factor driving the requirement for electricity is the need 
to transition toward renewable energy sources. Fossil fuels, which have been the key 
source of electricity power generation for decades are finite along with, contribute 
to climate change. Humans must switch to energy power produced from renewable 
sources like solar, wind as well as hydroelectric power in order to reduce the effects 
of warming temperatures. This transition requires a significant increase in the amount 
of electricity generated from renewable sources. 

The journey from the conventional grid to the smart grid has been a significant 
development in the field of power system. The conventional grid is a traditional elec-
trical grid that is designed to generate and distribute power supply from centralized 
power plant to homes as well as workplaces. While it has served us well for over 
a century the conventional grid has several limitations that have become increas-
ingly evident over and over time. The conventional grid is inefficient, inflexible, 
and prone to outages. It relies heavily on fossil fuels and is a significant contributor 
to greenhouse gas release. Additionally, the conventional grid is unable to handle 
the increasing demand for energy as well as particularly during peak hours. These 
limitations have led to a search for a more efficient, reliable including sustainable 
solution to power generation and distribution [ 4, 16, 19]. The smart grid is an elec-
trical grid that uses new technologies such as sensors and communication networks 
to enable efficient and reliable power generation, distribution, and consumption. The 
smart grid is made adjustable and responsive to changes in demand and supply which 
enables optimizing power delivery and reducing energy waste. The journey from the 
conventional grid to the smart grid has not been without its challenges. The journey 
from the conventional grid to the smart grid has not been without its challenges. It 
requires significant investments in infrastructure, technology, and human resources. 
The implementation of the smart grid requires the cooperation of different stakehold-
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Fig. 1 Smart grid in 
artificial intelligence 

ers that includes utilities, regulators, policymakers, and consumers [ 14]. Even after 
the challenges, the benefits of the smart grid contain too much costs [ 8]. The smart 
grid gives improved efficiency, reliability, and sustainability that’s the result of value 
saving, decreased emissions, and a better pleasant existence for consumers. As an 
end result, the transition to the smart grid instead of from the conventional grid is a 
vital step into a destiny powered by way of renewable resources. The smart grid is 
a progressed electrical device that carries cutting aspect technology to promote the 
most desirable and trustworthy energy era, distribution, and its applications. Smart 
grids are a critical step toward accomplishing sustainable strength future. Figure 1 
represents the application of smart grid in artificial intelligence. The implementation 
of smart grids involves the use of advanced sensors, communication technologies, 
and data analytic to manage the generation and distribution of energy systems. How-
ever, managing the smart grid is a tedious task because it involves dealing with large 
volumes of data with real-time decisions [ 5, 22]. 

2 Need of Smart Grid 

Earlier we were only consumer of electricity, so a traditional or conventional grid was 
sufficient for this purpose. Nowadays, we are both consumer as well as producer, so 
two-way communication is needed. Due to the lack of smart transformers, two-way 
communications are not possible in traditional grids. It is only possible by smart 
grid. It not only provides two-way communication of electricity but also provides 
communication of data. Due to some geographical imbalance in nature, some areas 
are rich in thermal plants due to the easy availability of coals, some are rich in 
solar and some are rich in hydro energy due to their own reason. To fulfill the 
requirement of uniform energy distribution across the country, energy transmission
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is required. The results of these transmission losses are generated. This is called 
electricity evaporation. Also wind, solar, and some hydro plants do not generate 
constant power, so there is always a possibility of load imbalance [ 11]. So to avoid 
load imbalance as well as to avoid transmission losses, smart grids are needed for 
loss-free and uniform distribution of energy. 

3 Comparison Between Traditional Grid and Smart Grid 

The conventional grid is a centralized system that relies on large-scale power plants 
to generate electricity, which is then transmitted over long distances to distribution 
centers and finally delivered to customers. Table 1 shows the comparison between the 
traditional grid and smart grid system. The transmission and distribution infrastruc-
ture is typically based on copper wires and transformers and the system is designed to 
operate at a constant frequency and voltage level [ 18, 21, 25]. Decentralized systems 
that include decentralized energy sources, such as solar panels and wind turbines, 
into the grid are known as smart grids. To monitor and control the flow of power in 
real time, modern sensors, communication networks, and control systems are also 
utilized. As a result, energy may be distributed in a more effective and flexible way, 
and there is a chance that the system’s supply and demand for electricity can be 
balanced. 

4 AI-Based Power Generation and Distribution Through 
Smart Grid 

Power generation and distribution must be optimized for smart grid management. By 
offering predictive analytics to enhance the power-generating process, AI may play 
a significant part in this. This can assist utilities in managing their capacity for elec-

Table 1 Comparing traditional grid and smart grid 

S. no. Features Traditional grid Smart grid 

1 Technology Electrometrical 
technology 

Digital technology 

2 Requirement Simple metering Net metering 

3 Communication Less More 

4 Power generation Centralized Distributed 

5 Monitoring Manual Self 

6 Restoration Manual Self 

7 Failures More chances Less chances
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tricity generation, cutting costs, and increasing efficiency. AI can assist in managing 
power distribution by analyzing sensor data to find flaws and foresee outages. This 
can enable utilities to take preventive measures to minimize downtime and improve 
reliability. Power distribution in a smart grid is a complex and sophisticated process 
that involves the integration of advanced technologies such as sensors, communica-
tion networks, and data analytic. The smart grid is intended to improve electricity the 
delivery process, reduce utility recyclables, and encourage the grid’s incorporation 
of energy produced from renewable sources [ 1]. A smart grid generates power from 
various renewable sources. The generated power is then sent through high-voltage 
transmission lines to substations, where its is voltage decreased before being sup-
plied to end customers. One of the primary benefits of a smart grid is the inclusion of 
cutting-edge sensors and communication networks, which allows for real-time grid 
performance monitoring [ 19]. These sensors and networks offer important informa-
tion on the grid’s state, such as power demand, power supply status, and the presence 
of any defects or disturbances in the system. The smart grid can optimize electric-
ity distribution by dynamically altering power supply and demand thanks to this 
real-time monitoring. For example, at times of heavy demand, the smart grid can 
redistribute electricity from less crucial systems to more vital systems to maintain 
continuous power delivery. It can also utilize demand response systems to encourage 
users to lower their energy consumption during peak hours, minimizing grid pres-
sure. A smart grid also makes use of data analytic to make educated decisions about 
electricity generation and delivery. This entails evaluating massive volumes of data 
collected from sensors, weather predictions, and other sources in order to estimate 
energy demand and alter power supply accordingly. This allows the smart grid to 
run more effectively, waste less energy, and save money [ 9, 15]. In addition, the 
smart grid promotes the integration of renewable energy sources such as solar and 
wind power. These sources are intermittent and variable in nature, which can create 
challenges for power grid stability. However, the smart grid can use advanced tech-
nologies to predict renewable energy production and adjust power generation and 
distribution to accommodate fluctuations in energy supply. The power distribution in 
a smarts grid involves the integration of advanced sensors, communication networks, 
and data analytic to optimize power delivery, reduce energy waste, and promote the 
integration of renewable energy sources. It is designed to operate more efficiently, 
reliably, and sustainably than the conventional grid and it represents a necessary step 
toward a more sustainable energy future. 

5 Role of AI in the Management of Smart Grid 

AI can help in managing the smart grid in different ways. One of the important inter-
ests of using AI is that it can analyze very big amounts of data as well as provide 
insights that can be used to optimize the grid’s performance system. AI can also help 
in predicting demand and required power supply accordingly, which can also help to 
prevent blackouts with brownouts during demands [ 17]. Additionally, AI can enable
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Fig. 2 Accuracy of detection with the random faulty meters in smart grid 

the integration of renewable energy sources into the grid by optimizing the distribu-
tion of power from these sources. AI is revolutionizing the way power distribution is 
managed in smart grids. AI algorithms and machine learning techniques can analyze 
large volumes of data in real time and make predictions about energy demand and 
supply, allowing for more efficient and optimized power distribution. Figure 2 shows 
the accuracy of Detection in percentage with faulty meters in smart grid. Demand 
response algorithms are one method AI is employed in power distribution. These ini-
tiatives employ artificial intelligence algorithms to incentivize consumers to lower 
their energy consumption during peak hours. By providing incentives such as dis-
counts or rebates, consumers may alter their energy use, lowering strain on the system 
during peak demand periods. AI is a vital technology in smart grid power distribution 
management. By evaluating vast volumes of data, forecasting power demand, and 
changing power generation and distribution appropriately, AI integration enables the 
smart grid to run more effectively, reliably, and sustainably. 

Machine learning algorithms are used in AI-based systems to assess real-time data 
from multiple sources such as smart meters, weather predictions, and other sensors 
in order to estimate power demand and modify power generation and distribution 
appropriately. This enables the smart grid to run more efficiently by decreasing energy 
waste and assuring continuous power supply [ 2]. In Fig. 3 shows the procedure of 
Smart Grid in AI. Load forecasting involves predicting future power demand based on 
historical data and other factors such as weather patterns, time of day, and seasonal 
changes. AI-based load forecasting models can analyze vast amounts of data to 
accurately predict power demand, allowing utilities to adjust power generation and 
distribution accordingly. AI-powered load forecasting systems can analyze large 
amounts of data to accurately anticipate power demand, allowing utilities to adjust 
power generation and distribution appropriately. AI may be used to enhance power 
distribution by controlling the flow of electricity via the grid. This requires altering the 
voltage and frequency of power transmission in real time to ensure that electricity 
is effectively and reliably transferred. AI-based systems can identify areas of the 
grid that are experiencing high levels of demand and adjust power flow to meet this 
demand while minimizing energy waste [ 6, 23]. AI-based systems can identify high-
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Fig. 3 Steps in smart grid 
using AI 

demand parts of the grid and alter power flow to fulfill this demand while minimizing 
energy loss. Fault identification and diagnosis is another major use of AI in the smart 
grid. Power outages and other interruptions can be caused by grid faults, resulting 
in severe economic and social consequences. Data from sensors and other sources 
may be analyzed by AI-based fault detection systems to swiftly identify errors and 
diagnose the underlying causes. This enables utilities to take corrective action swiftly 
and effectively, reducing customer damage. 

AI can also help with the grid integration of renewable energy resources. The 
reliability of electrical systems may be compromised since renewable energy sources 
such as solar and wind power are irregular and inconsistent [ 26]. Renewable energy 
output may be forecasted using data from weather predictions and other sources 
and electricity generation and distribution can be changed accordingly [ 3, 12]. AI 
algorithms can also predict energy demand and supply with greater accuracy than
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Fig. 4 Energy sources by operational capacity—India 

traditional forecasting methods. By analyzing weather patterns, historical usage data, 
and other factors. AI can predict future energy demand and adjust power generation 
and distribution accordingly. This enables utilities to avoid power outages and reduce 
the need for expensive and inefficient peak power plants. Figure 4 represents a pie 
chart of Energy Sources by Operational Capacity in India. Diagnose and repair of 
faults is a further field where AI is having a big influence. Smart grids have thousands 
of sensors monitoring the grid’s performance in real time. By analyzing this data, AI 
algorithms can detect faults and diagnose the source of the problem more quickly and 
accurately than traditional methods. This enables utilities to respond to outages faster 
and minimize the impact on consumers. Furthermore, the usage of renewable energy 
sources like wind and solar electricity may be optimized using AI. These sources are 
intermittent and variable in nature, making it challenging to integrate the min to the 
grid. On the other hand, utility may increase the usage of renewable energy sources 
and lessen dependency on fossil fuels by using AI algorithms to estimate renewable 
energy production and modify electricity generation and distribution appropriately. 
Figure 5 illustrates the energy consumption in Mega tonnes (Mtoe) with year.
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Fig. 5 Energy versus year traditional and modern technology 

6 Algorithms Used in Smart Grid 

6.1 Neural Networks 

Neural networks are Machine learning algorithms that are designed after the human 
brain [ 10]. They are mostly used in the smart grid to forecast energy demand as 
well as optimize energy generation and distribution networks. Neural networks are 
used to analyze historical data along with weather patterns to predict energy demand 
accurately. 

6.2 Fuzzy Logic 

Fuzzy logic is an AI algorithm that is used in the smart grids to control energy 
flows, optimize energy usage as well as manage energy storage systems. Fuzzy 
logic-based system can adjust energy flows based on real-time data and ensure stable 
and reliable energy supply networks. These systems are the best for controlling 
energy flows, optimizing energy usage along with managing energy storage systems. 
Support vector machines are effective for classifying data and identifying patterns 
while decision trees are good for optimizing energy distribution network systems. 

6.3 Reinforcement Learning 

Reinforcement learning is an AI algorithm that is likely used in the smart grids to 
optimize energy consumption as well as reduce energy wastage. It requires training 
an AI model to make decisions based on rewards along with the punishments in form 
of cost which leads to most efficient way to use energy.
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6.4 Support Vector Machines (SVMs) 

Support Vector Machines (SVMs) are machine learning algorithms which are mostly 
used in the smart grid systems to classify the data as well as identify the patterns too. 
SVMs can be used to analyze energy usage patterns with predict energy demand. 

6.5 Decision Trees 

Decision Trees are also a type of machine learning algorithm which is used in 
the smart grid systems to optimize energy distribution networks to reduce energy 
wastage. DT analyzes data from sensors embedded with electrical network and also 
from other sources to make real-time decisions about the energy distribution system 
that ensures the efficient and reliable energy supply–demand [ 24]. 

6.6 Particle Swarm Optimization 

Particle Swarm Optimization (PSO) is a part of AI algorithm which is used in the 
smart grids systems to optimize energy generation along with distribution network. 
PSO-based systems can analyze the real-time data for adjustment of energy genera-
tions and distributions to ensuring an efficient and reliable energy supply network. 

7 Conclusion 

The management of smart grid networks is a very tedious task in the energy sector 
and AI has emerged as a promising solution to address the challenges associated 
with it. The integration of AI in smart grid management represents a significant step 
toward a more sustainable and efficient energy in future. AI is a critical technology 
in managing the power system distribution in the smart grids. The integration of 
AI enables the smart grids to operate more efficiently, reliably, and sustainably by 
analyzing large amounts of data, predicting power demand with adjusting power 
generations and distributions accordingly. AI-based systems can support services 
to optimize power distribution, detect, and diagnose faults quickly also support the 
integration of renewable energy sources into the grid, making the smart grids, a 
much-needed step toward a more sustainable energy power. As per desire for green 
energy and advanced technologies, it continues to grow the AI-based smart grid is 
likely to play an important role in the world of electricity.
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Adaptive Multi-resolution Simulations 
of Cascaded Converters 

Asif Mushtaq Bhat and Mohammad Abid Bazaz 

Abstract This paper presents an efficient modeling strategy for fast and accurate 
simulation of cascaded power electronic converters. The computational cost of simu-
lations is drastically reduced by using Adaptive Multi-resolution Simulation (AMRS) 
algorithm. The numerical experiments on a benchmark model validate the efficacy 
of the proposed strategy. 

Keywords High fidelity · Stiff · Switched state space 

1 Introduction 

Accurate simulation of power electronic converters (PECs) is crucial to minimize 
the need for design alterations and physical prototyping [ 1]. This helps to get the 
hardware prototype ready in the first attempt and prevents needless cost overruns. It 
helps in characterizing their dynamic nature as well. These circuits pose distinctive 
simulation challenges that are not usually encountered in simulating their digital 
circuit counterparts. While a power electronic circuit’s schematic is substantially 
more straightforward than a digital circuit for a given size, its analysis and layout 
complexity is noticeably higher [ 2]. 

The highly nonlinear behavior of the components employed in these circuits sets 
them apart from others. The nonlinearities are mathematically stiff because the cir-
cuit’s time constants span several orders of magnitude [ 3, 4]. The time constants 
of snubbers and other transient-shaping components are substantially smaller than 
those of power stage inductors and capacitors, whose time constants are larger than 
the conversion period. To ensure numerical stability, the fastest transients necessitate 
an exceedingly small time step. Additionally, to accurately capture slowly changing 
dynamics, the simulation must be run for an extended period. So, the simulation 
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routine must take tiny steps and run for a longer period of time. This makes the 
simulation of PECs challenging, and the computational resources needed for simu-
lation also grow significantly. Fixed-time step solvers like Runge–Kutta (RK), Euler, 
etc., are not an option because of the inherent stiffness. The simulation is still slug-
gish even when using techniques based on numerical and backward differentiation 
formulae (NDFs and BDFs) [ 5]. 

The amplitude of the system transients places a limit on the step size. Moreover, 
if the transition from on to off and vice versa is not calculated with an accuracy of 
.10(−4) or higher, the solution could potentially become unstable. For accurate simu-
lation, high-fidelity models that include impacts of stray parasites, electromagnetic 
interference, etc., must be incorporated. Although numerous efforts have been made 
to address the power electronic simulation challenge, it largely remains unresolved 
[ 3, 4, 6– 16]. 

2 High-Fidelity Modeling of PECs 

State-space modeling is an important tool used to represent dynamical systems and 
efficiently capture both their transient and steady-state behaviors. Modeling switch 
mode power converters is a simple extension of this method. Here switches are 
considered ideal, which can either be on or off. Now, if there are. n number of switches 
present in the circuit, then there will be.2n switch modes. Using basic circuit analysis 
each switch mode of PEC can be represented by the form: 

.ẋi( t) = Aixi( t) + Biu( t) (1) 

y(t) = Ci xi (t) 

where “i” denotes the .ith switch mode. A switching rule [ 17] controls the change 
from one switching mode to another. The representation shown in (1) is known 
as the switched state-space representation, which precisely illustrates the dynamic 
characteristics of the circuit. It also aids in the estimation of peak current and voltage 
values, and switching losses during switching transitions. 

Passive elements, such as inductors, capacitors, and other similar components, 
are considered to be linear and time-invariant elements. Modeling these components 
allows for the inclusion of parasitics like stray capacitance of an inductor [ 18] and 
series resistance as depicted in Fig. 1. The equivalent series resistance (ESR) and 
leakage inductance of a capacitor can also be included in the analysis. 

Diode and MOSFETs are modeled as switch-mode dependent elements. The com-
ponents .Rd , .Cd , and .Vd are assembled to form a diode in the manner as depicted in 
Fig. 2. The state of a diode is determined by its current and voltage. Elements .Rs , 
.Ls , and .Cs can be used to simulate the MOSFET drain-to-source properties. The 
MOSFET’s parasitic effects are represented by the elements .Ls and .Cs .
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Fig. 1 High-fidelity model 
of inductor and capacitor 

Fig. 2 High-fidelity model 
of diode and MOSFET 

2.1 Cascaded Converters 

Power electronics applications often involve the presence of multi-converter systems, 
such as cascaded converters. The most common example is found in solar PV systems. 
In this section, we will discuss the high-fidelity modeling of cascaded converters 
which tend to have a greater number of switches than the conventional switch mode 
power converters. 

The cascaded converter topology that we have considered here is a cascaded 
boost/buck–boost converter system where a boost converter is on the input side and 
buck–boost converter is on the output side. Figure 3a shows an equivalent circuit of 
the cascaded converter where the boost converter’s output voltage.vbo of is fed as an 
input to the buck-boost converter. In this converter topology, we have four switches, 
and the piece-wise linear state space modeling will result in .24 .i.e., 16 state-space 
models. Instead of dealing with 16 state-space models if we model the converters in 
cascade, individually, we need to deal with (.22 + 22).i.e., only 8 state-space models. 
Dealing with 8 state-space models is much easier than dealing with 16 state-space 
models. For that, we need to model the output and input of boost and buck–boost 
converters respectively as dependent sources. The output of the boost converter is 
represented by a dependent current source.iLsw2

, which is actually a state variable of 
the buck–boost converter, and the input of the buck–boost converter is represented
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Fig. 3 Cascaded boost/buck–boost converter. a Equivalent circuit representation. b Representation 
in a modular form using coupling exchange variables. c Representation with high-fidelity model 

by a dependent voltage source .vb,o, which is actually a linear combination of state 
variables of boost converter. Figure 3b shows a modular representation of the above-
mentioned cascaded converter. For high-fidelity modeling, every circuit element of 
the cascaded converter is replaced by its high-fidelity model, where parasitic effects 
and other nonlinearities present in the circuit are modeled. With this, additional 
capacitances and inductances are added to the circuit, and the order of each modular 
converter becomes equal to seven. Figure 3c shows high-fidelity models of each 
converter circuit. During the course of the simulation, we need to pass on these 
variables simultaneously for every time step. 

3 AMRS Framework for Cascaded Converters 

The stiffness and switched state space representation of cascaded converters make 
their simulation computationally very expensive, in terms of time and resources. So, 
in order to reduce the computational burden of simulation Adaptive Multi-resolution 
Simulation (AMRS) [ 19– 21] is used. In AMRS, various resolutions of different 
orders are extracted without any extra computational effort, that switch during the 
course of the simulation. The order of minimum resolution for a particular converter 
unit is decided based on the switching frequency of that converter. The simulation 
starts with the full-order or maximum resolution and adaptively shifts to the next 
maximum resolution based on the predefined tolerance until it reaches the minimum 
resolution. For cascaded converters, the AMRS algorithm is applied to the individual
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converter circuits and the coupling variables are passed on simultaneously during the 
course of the simulation. The state-space modeling approach for cascaded converters 
discussed in the previous section allows us to do so. Otherwise, it becomes very 
difficult to apply the AMRS algorithm to cascaded converters. 
Problem Formulation 
High-fidelity modeling of PECs [ 19, 22] leads to a switched state space 

.ẋ i (t) = Ai xi (t) + Biu(t) (2) 

y(t) = Ci x i (t) 

where the system matrices.Ai ,.Bi and.Ci are defined and. i signifies the switch mode. 
The state, output, and input vectors are represented by.x, y and. u, respectively. Sim-
ilarity transformation is used to decouple the dynamics 

.xi (t) = Pi zi (t) where, Pi ∈ R
n×n (3) 

which gives a system 

.żi (t) = Λi zi (t) + β i u(t) (4) 

y(t) = Γ i zi (t) 

representing every PEC switching mode. where .Λi , β i and Γ i are the decoupled-
system matrices. The large range of eigenvalues allows the system to be divided into 
non-dominant and dominant components. Matrix .Λi is partitioned as 

.Λi =
[
Λi

k 0
0 Λi

n−k

]
(5) 

where . n represents order of the system and eigenvalues .(Λ) are listed in order of 
decreasing dominance. The index of the retained eigenvalues is given by the subscript 
.k ≤ n in (5). Then the system in (4) can be written as 

.

[
żik
żin−k

]
=

[
Λi

k 0
0 Λi

n−k

] [
zik
zin−k

]
+

[
β i
k

β i
n−k

]
u (6) 

y = [
Λi 

k Λ
i 
k−n

] [
zi k 
zi n−k

]

In the beginning maximum resolution model, i.e., full order is simulated where.k = n. 
In this scenario, the behavior of every eigenvalue is taken into account. To achieve 
lower resolutions, the transient part of the states associated with the non-dominant 
eigenvalues are left. Substituting.żin−k = 0 in (6), we get a system represented by (7) 
and (8).
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.

[
żik
0

]
=

[
Λi

k 0
0 I

] [
zik
zin−k

]
+

[
β i
k

(Λi
n−k)

−1β i
n−k

]
u (7) 

. y = [
Λi

k Λi
k−n

] [
zik
zin−k

]
(8) 

This can be denoted in a standard descriptor model as 

.Ei
k ż

i
k = Ai

kz
i
k + Bi

kuy = Λi zi (9) 

where the matrices, 

.Ei
k =

[
Ik×k 0
0 0

]
, Ai

k =
[
Λi

k 0
0 I(n−k)×(n−k)

]
(10) 

Bi 
k =

[
β i 
k 

(Λi 
n−k)

−1β i 
n−k

]

represents the.i th mode of the simulation where the behavior of eigenvalues, having 
magnitudes greater than .Λi

k , is excluded. 
As the simulation progresses, the index . k varies. The model with maximum-

resolution is represented by .k = n, whereas the model with minimum-resolution 
model is represented by.k = 1 (or.k = 2, for a complex conjugate pair of eigenvalues). 
Instead of simulating the entire model throughout the entire simulation interval, the 
system is solved in an adaptive manner, where the order of the system adapts over 
time. 

4 Simulations 

We have simulated the above-mentioned cascaded converter with the parameters 
given in Table 1 using MATLAB 2021a on an Intel Core i7-7600U Workstation with 
a clock frequency of 2.80 GHz. MATLAB’s inbuilt stiff solver “ode23s” is used for the 
simulations. The simulations are carried out for an input voltage of 10 V and switching 
frequencies of 50 kHz and 30 kHz for boost and buck–boost converters respectively, 
with a duty ratio of 50% in each case. Two sets of simulations are performed: full-
order model simulations and an adaptive multi-resolution simulation (AMRS). The 
tolerance setting for AMRS is set to .10−4. The comparison of simulation time and 
the number of integration steps are given in Table 2, when the model was simulated 
up to 1 milli-second. While the original model took 543 s, the AMRS took only 89 s. 
Figure 4 shows the waveforms of boost converter switch voltage .Vs for full-order 
simulations and AMRS.
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Table 1 Circuit parameters: cascaded converter 

.υg 10 V .rsw1, rsw2 (on) 20 m.Ω . Cd 1,Cd 2
(off) 

10 nF .Rload 64.5 o 

.L1 2.16 mH .rsw1, rsw2 (off) 20 M.Ω .rL d 1m.Ω . fsw1 50 KHz 

.L2 4.54 mH .rd 1, rd 2 (on) 220 m.Ω .Ld 50 nH . fsw1 30 KHz 

.rL 1, rL 2 20 m.Ω .rd 1, rd 2 (off) 10 M.Ω .C1,C2 96 uF .d1, d2 0.49 

.CL 1,CL 2 5 nF .Vd1, Vd2 (on) 0.58 V .LC1 , LC2 1nF .Lsw1, Lsw2 20 nH 

.Csw1,Csw2 10 nF .Cd 1,Cd 2 (on) 1.5 nF .rC 1, rC 2 345 m. Ω

Table 2 Simulation statistics: cascaded converter 

CPU time (s) Integration steps 

Orginal model 543.7 1,000,000 

AMRS 89.2 163,455 

Fig. 4 Cascaded converter: A comparison of waveforms of the voltage across the MOSFET of the 
boost converter
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5 Conclusion 

In this paper, a new modeling strategy for fast simulation of cascaded converters is 
proposed. The time of simulation as well as the computational resources required 
are significantly reduced. The proposed modeling strategy simplifies the use of an 
adaptive multi-resolution simulation (AMRS) algorithm for fast simulation of cas-
caded converters. The number of state-space models to be solved for the simulation is 
significantly reduced which translates into the reduction of computational resources 
as well as the time of the simulation. The results are numerically validated on a 
cascaded converter with a boost converter in cascade with a buck–boost converter. 
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Abstract This research is concentrated on building solar cells with greater efficiency 
than standard solar cells. The main aim of this work is to extend solar cells in such 
a way that their efficiency can be increased in comparison to regular solar cells. Our 
project’s model is a one-dimensional silicon p–n junction with carrier generation and 
Shockley–Read–Hall recombination. This model represents how solar cells behave 
under forward bias at various voltages. For the front surface doping, a geometric 
doping model is employed, whereas an analytical doping model is used for the 
uniform bulk doping (the surface is specified in the Boundary Selection for Doping 
Profile sub-node). The Shockley–Read–Hall recombination model is implemented in 
a Trap-Assisted Recombination feature, while the photogeneration is carried out in a 
User-Defined Generation feature. Two Metal Contact features are used to make the 
electrical connections to the front and back surfaces. The generation rate is expressed 
simply as a user-defined spatially dependent variable using an integral equation 
involving the silicon absorption spectrum and solar irradiation. Additionally, the 
primary recombination impact is captured using the Shockley–Read–Hall model. 
Photo-generated carriers are swept to either side of the p–n junction’s depletion zone 
during normal operation. A moderate forward bias voltage is used to generate the 
electrical power, which is produced by the photo-current and the applied voltage. 
After reviewing numerous studies, we have been led to the realization that adjusting 
the dimensions of the solar cell under ID configuration in the COMSOL Multiphysics 
software has improved the efficiency. We prefer COMSOL Multiphysics because it 
is simple to use, gives us a lot of exposure, and provides accurate data for whatever 
material we utilize. 
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1 Introduction 

A solar cell is a type of electric appliance that converts light energy into electrical 
energy using the photovoltaic effect. A photovoltaic cell, or PV cell, is another name 
for this kind of cell [1]. A solar cell is essentially a p–n junction diode. A photoelectric 
cell, which includes solar cells, is a device whose electrical characteristics, such as 
current, voltage, and resistance, change when exposed to light. Many solar cells are 
combined to form solar panels, also known as modules or solar panels [2]. A common 
silicon single junction solar cell is capable of producing an open-circuit voltage of up 
to 0.6 V. Considering how little these solar cells are, this isn’t much on its own. Quite 
a bit of renewable energy may be produced when solar cells are merged into a big 
solar panel [3]. The use of alternative energy sources is being encouraged by growing 
energy demand, global environmental concerns, and technological advancements in 
renewable energy. Solar energy is the most affordable and widely available type of 
long-term natural resource [4]. Solar PV technology, which turns sunlight into direct 
current in solar cells or PV cells, is one of the best ways to use solar energy to generate 
electricity. 

Gallium arsenide (GaAs), amorphous silicon (a-Si), and copper indium gallium 
selenide (CIGS) are examples of additional semiconductor materials that are 
frequently used in the structure of thin-film technology. A traditional (c-Si) solar 
cell is substantially thicker than a thin-film solar cell [5]. 

Thin-film modules can be light and flexible due to the thickness of the film, which 
ranges from a few nanometers (nm) to tens of micro meter’s (um). Additionally, 
thin-film technology is typically more affordable than (c-Si) wafer-based technology 
[6]. 

The (a-Si) solar cell is one of the most common thin-film technologies, which 
has a cell efficiency of (5–7%). Efficiency rises to 8–10% with double and triple 
junction designs. The efficiency of a-Si thin film is lower than that of (c-Si) modules. 
Furthermore, a-Si thin film is vulnerable to deterioration as a result of a-Si reaction’s 
when exposed to the environment, such as with water vapor or air. Additionally, in 
terms of price per watt, CdTe thin film is almost on par with (c-Si) cells. Nevertheless, 
cadmium is extremely hazardous, and tellurium supplies are scarce. The CIGS PV 
cell is another film technique with a decent cell efficiency of (20%) [7]. 

1.1 Construction of the Solar Cell 

The fundamental structure of a solar cell resembles a p–n junction diode, despite 
some differences in manufacture. The top side of an n-type semiconductor, which 
is considerably thicker, p-type semiconductor is created. A few finer electrodes are 
then added on top of the p-type semiconductor layer [8]. 

Figure 1 depicts the basic structure of a Solar Cell. These electrodes do not obstruct 
the thin layer of p-type. In the immediate vicinity of the p-type layer are p–n junctions.
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Fig. 1 Operation of photovoltaic cell 

The n-type layer also features a current-collecting electrode on its underside. To 
protect the solar cell from any mechanical impact, we encapsulate the complete 
device in a thin glass casing [7]. 

1.2 Working of Solar Cell 

When light interacts with the extremely thin p-type layer at the p–n junction, light 
photons travel through it with ease. The connection receives enough energy from the 
photons from the light source to create several electron–hole pairs. The incoming 
light disturbs the thermal equilibrium state of the connection [9]. Free electrons in 
the depletion zone have a high mobility to the n-type side of the junction. The p-type 
side of the junction may be easily accessed by the holes, just as the depletion. As they 
reach the n-type side of the junction, newly created free electrons cannot continue to 
cross it due to their barrier potential [6]. 

As one portion of the junction (“On Certain Integrals of Lipschitz-Hankel Type 
Involving Products of Bessel Functions,” 1955) ion, the n-type side, encounters high 
ionization concentrations, the other part, the p-type edge, receives larger hole concen-
trations, the p–n junction will behave like a small battery cell. The photovoltage is 
raised as a voltage [10]. If we connect a little load across the junction, a weak current 
will flow across it. 

1.3 Solar Cell Panels 

Figure 2 consists of different layers in a solar panel. A solar panel consists of several 
solar cells connected in parallel and series to produce a certain quantity of power. 
Since one PV cell can only provide about 0.5 V, most applications are not viable 
with just one [11]. The cell contains the exact current as a single cell and ideal 3 V
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Fig. 2 Solar panel (ref: https://shrturl.app/3BqCqH) 

(6 0.5 V), for instance, when six cells are connected in series. For greater capacity 
of current, series cells are also connected in parallel. If the six cells can produce 2 
A, the twelve-cell series–parallel configuration is expected to produce 4 A and 3 V 
[12]. 

Thin-film, polycrystalline, and monocrystalline solar cells are three different vari-
eties. Understanding the distinctions between the three is the first step in selecting 
the best panel for your residence, place of business, or neighborhood. Solar panels 
are enormous frames that are organized and electrically connected into a tidy array of 
photovoltaic cells. Silicon semiconductors are used in solar cells to absorb sunlight 
and convert it to power [13]. 

1.4 Solar Power System Components 

Figure 3 represents all the components involved in a solar power plant. Solar panel is 
a supercapacitor, and an inverter makes up a PV system. Through the PV process, the 
photon energy is converted into electrical energy by the solar cell. Only on sunny days 
does the supercapacitor backup provide additional energy. To make the generated 
DC power suitable for home usage, it is converted into AC loads [14].

1.5 Depletion Region Formation 

Figure 4 shows the depletion region in the p–n junction. Knowing the distinctions 
between the three is the first step in deciding which panel is best for your house, place 
of business, or neighborhood. Diodes are made of only one crystal semiconductor 
material, mostly silicon, that is doped on a single side with pentavalent impurities to 
create an n-type and on the other with trivalent impurities to create a p-type [4].

https://shrturl.app/3BqCqH
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Fig. 3 Components of a solar power plant

Fig. 4 P-N junction diode 

The majority of carriers are produced in each individual location by the doping 
process. When n- and p-region semiconductors are brought together, an area of 
positively charged donor atoms will persist at the p–n interface near the n-zone as a 
result of the diffusion of n-section electrons into the p-section [15]. Similar to this, a 
net of negatively charged acceptor atoms is left behind in the p–n junction near the 
p-zone as holes diffuse from the p-region to the n-region. The motion of the holes 
can be observed as a result of the valence electron jumps. The depletion region, 
also known as the space charge region, and diffusion current, abbreviated Idiff, are 
produced by the diffusion of electrons and holes, respectively [4].
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2 Literature Review 

In 2011, Brenadel et al. [3] after their study concluded that understanding and 
enhancing the performance of the solar cell can be accomplished by modeling the 
movement and recombination of charge carriers. They combined the fully coupled 
transport equations for electrons and holes using the finite element partial differential 
equation system COMSOL [16]. For semiconductor equations, the back surface field 
layers, floating junctions, and other dopant-diffused surface regions are regarded as 
conductive volume boundaries. The so-called conductive boundary (CoBo) model 
uses the sheet resistances and diode saturation current densities of diffused layers 
to characterize them. Both are easily accessible for testing purposes. The CoBo 
model allows for two-dimensional simulations on a laptop and demonstrates high 
numerical stability. When comparing simulations created with the CoBo model for 
one-dimensional devices and the two-dimensional COMSOL implementation, we 
discover agreement. 

In 2012, Fontenault et al. [5] present their observation that when the photovoltaic 
(PV) cell’s temperature rises, its electrical efficiency falls. Because PV cells are 
supposed to be positioned in direct sunlight in order to generate power, heating is 
unavoidable. A heat exchanger can be added to a PV cell to remove heat, increasing 
conversion efficiency; while using the heat, the cells absorb for further uses. The 
thermal system is created by water flowing through a rectangular aluminum reser-
voir that is positioned behind the PV panels. Utilizing the COMSOL Multiphysics 
program, the suggested photovoltaic–thermal (PV/T) solar panel design was exam-
ined. Several combinations of water flow rates and reservoir thicknesses were looked 
at to see which offered the optimum PV/T overall efficiency. A greater total panel 
efficiency (additive efficiency of thermal and electrical efficiencies) was reached in 
designs using the highest flow rates and maximum reservoir thickness. Yet, high 
flow rates led to hardly detectable net temperature differences between the input and 
output of the PV/T panel. 

In 2018, Shah et al. [6] gave their observation that the photovoltaic panel’s temper-
ature rises from constant solar exposure, which lowers its efficiency. The current 
research focuses on using a hybrid photovoltaic–thermal (PVT) system to increase 
the solar panel’s efficiency. Water is used as the coolant in the cooling channel, 
flowing through the provided copper tubing, under the photovoltaic panel, where the 
temperature is the maximum. The system’s total efficiency can be increased by using 
the thermal energy that is extracted during the operation in a variety of ways. In order 
to create a theoretical model, COMSOL Multiphysics was used. The results of the 
experimental setup are measured. The photovoltaic panel’s efficiency was increased 
by cooling, which allowed for an average temperature of 303.38 K under Standard 
Test Conditions (STC), as opposed to the temperature of the panel without cooling 
rising to 333.15 K under ambient conditions. Later in the paper, the idea is used to 
improve the overall efficacy of a whole solar power plant by cooling the photovoltaic 
panel and creating hot water as a byproduct.
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In 2019, Zandi et al. [13] proposed that three dimensions are optical photogener-
ation, electrical characteristics, and thermal/heat dispersion throughout the structure 
of a perovskite solar cell with a reduced graphene oxide (RGO) surface (three-
dimensionally, or 3D). The associated optical–electrical–thermal modules for this 
hybrid cell were solved using the COMSOL Multiphysics software. To increase 
heat dissipation and device stability, the RGO was used as the bottom electrode 
instead of a conventional metallic contact. The Wave Optic, Semiconductor, and 
Heat Transport in Solid modules were connected in order to solve for the correct 
input parameter values obtained from relevant literature. Displayed information on 
the cell includes its optical photogeneration, current–voltage characteristics, electric-
field map, and thermal maps. The optical and electrical output of the cell is barely 
impacted by the RGO contact, although heat dissipation is accelerated. Light absorp-
tion, Shockley–Read–Hall nonradiative recombination, and Joule heating are the 
three basic processes that cause heat to be produced throughout the cell. The RGO 
contacted cell, as compared to the cell with the Au electrode, exhibits a reduced 
heat accumulation and gradient at the bottom junction of the RGO/Spiro interface, 
which indicates that the cell will remain thermally stable. The RGO-contacted cell’s 
moderated density in the non-radiative and Joule heat distribution is attributed to the 
RGO layer’s higher heat conductivity than that of conventional metallic electrodes. 
Our simulation results demonstrate the advantages of these devices by using thermal 
simulations that are rarely provided. 

Again in 2019, Hussain et al. [4] concluded that stretchable solar cells are gaining 
popularity because they are essential to the development of numerous applications, 
including wearables and medicinal devices. These energy harvesting devices must 
have biocompatibility, ultra-stretchability, and mechanical robustness. The fabri-
cation of wafer-scale monocrystalline silicon solar cells with world-record ultra-
stretchability (95%) and efficiency (19%) is demonstrated here using a corrugation 
technique based on laser-patterning [17]. With almost any loss in electric perfor-
mance in terms of current density, open-circuit voltage, and fill factor, the proposed 
technology transforms rigid solar cells with interdigitated back contacts (IBC) into 
ultra-stretchable, mechanically reliable cells. The corrugation technique uses alter-
nating grooves to produce silicon islands with various forms. The stretchability of a 
biocompatible elastomer (Ecoflex) is achieved by orthogonally matching the active 
silicon islands to the applied tensile stress. The ensuing mechanics guarantee that 
upon asymmetrical stretching, the brittle silicon regions won’t be subjected to severe 
mechanical stresses. Distinct patterns, such as linear, diamond, and triangular ones, 
are investigated. Different levels of stretchability and loss of active silicon area are 
produced by each of these layouts. Finally, a finite element simulation is performed 
in order to assess the resulting deformation in the variously built solar cells. 

In the year 2020, Al-Najideen et al. [18] concluded that a financial, thermal, 
and environmental analysis of a useful solar-powered mobile vaccination refrigera-
tion is provided. The main goals of the current study are to combine a finned heat 
sink with a suitable Peltier module, select advanced software for thermal analysis, 
assess the combination’s environmental effects, and compare it to other refrigera-
tors. Professional designers created the Peltier module and the finned heat sink to



96 R. Devi et al.

improve the thermal efficiency of the solar-powered portable vaccine refrigerator. It 
is suggested that a capable solar panel be used to power the Peltier module for clean 
thermal energy. The entire surface efficiency and the total heat dissipation from the 
refrigerator are determined using a set of formulae [19]. COMSOL Multiphysics 
is used to calculate the temperature gradient and heat flow of the Peltier module 
with the finned heat sink during the steady-state process. The thermal measurements 
show that the highest overall surface efficiency is 78% with one Peltier module 
and ten fins. According to the sustainability evaluation approach, the environmental 
results demonstrate that the solar portable vaccine refrigerator’s carbon footprint 
and overall energy usage are reasonable. The findings also demonstrate that the solar 
portable vaccine refrigerator’s manufacturing costs are competitive with those of 
similar products [20]. 

In 2020, Allam et al. [21] concluded that Excellent core–shell refractory plas-
monic nanoparticle-based nano antennas are used to boost the efficiency of lead-
free perovskite solar cells (PSCs). SiO2 is used as the shell coating because of its 
high refractive index and low extinction coefficient, which provide control over 
sunlight directivity. A three-dimensional optoelectronic model was developed using 
the finite element method (FEM) and used in COMSOL Multiphysics to calculate 
the optical and electrical properties of unmodified and ZrN/SiO2-modified PSCs. 
For fair comparison, ZrN-decorated PSCs are also simulated. When ZrN/SiO2 core/ 
shell nanoparticles are used, the PCE significantly improves to reach 20%, and when 
ZrN nanoparticles are used to decorate the PSC, the PSC’s PCE rises from 12.9% to 
17%. The PCE enhancement is examined in detail [22]. 

3 Methodology 

The steps involved in making the efficient solar cell are clearly shown in Fig. 5.

3.1 Geometry 

Geometry plays a vital role in the construction of not only ours but also any model 
throughout the Design-Build-Simulation Workflow. As we would be going with 
different sets of simulation models for our proposed solution, dimensions must be 
specified very particularly.
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Fig. 5 Methodology of the 
suggested work

3.2 Interpolation Spectrums 

Interpolation is a mathematical way of finding or constructing new data points based 
of an available set of discrete data of known behavior. In our proposed model, we 
would be requiring 2 Interpolations: 

a. Solar Spectrum 
b. Silicon Absorption Spectrum. 

3.3 Variables 

As our proposed model works under the virtue of some natural elements, we also 
have to introduce them as variables for the ease of the Multiphysics Environment
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to run more précised simulations. Here, we are going to use photogeneration as our 
Natural Variable. 

3.4 Materials 

Every Model Construction would require a specific material according to the require-
ment of the project and other mathematical factors on which the construction and 
simulations are dependent upon. Material selection in Multiphysics would have other 
instances such as 

a. Analytical Doping Models 
b. Boundary Selection for Doping Profiles 
c. Trap-Assisted Recombinations 
d. User-Defined Generations 
e. Metal Contacts. 

3.5 Meshing 

Meshing or dividing the whole space of the model into coordinated triangular spaces 
is a very important step before the simulation process to be done because meshing 
helps the software to consider every precise element of the nodes in performing in 
an accurate simulation. In our case we would choose Physics Controlled Meshing. 

3.6 Study 

The study contains various other parameters and their ranges like Applied Voltage 
and mentioning of start point and end points of the model for a more organized 
simulation. It may also include sweep type which here would be Auxiliary Sweep. 

3.7 Results 

It is the end part of the sequence where simulations are complete and the possible 
behavior of the model under the set conditions is determined. It would be the part 
where we would plot graphs of the parameters we mentioned in Pre-simulation Phase.
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4 Results and Analysis 

The solar cell model consists of a one-dimensional silicon p–n junction with carrier 
generation and Shockley–Read–Hall recombination. The primary recombination 
effect is captured using the Shockley–Read–Hall model. After properly imple-
menting the dimensions and experimentally verifying many times, we arrived at 
the conclusion that this shown solar cell is the most effective at this dimension. All 
the outputs are according to the best efficient dimensions. Figure 6 showcases the 
Solar Cell in COMSOL Multiphysics. 

Figure 7 demonstrates the concentrations of the donors and acceptors for the first 
10 m below the surface. Checking the doping profile for inadvertent setup problems 
is always a good idea.

Figure 8 displays the user-specified photogeneration rate and the Shockley-Read-
Hall recombination rate over the cell’s thickness.

By comparing Figs. 9 and 10 for P–V and I–V curves respectively, these graphs 
allow us to read off crucial functioning information, such as the open-circuit voltage 
(0.61 V), the short-circuit current (33 mA), and the maximum power (16.7 mW).

Figure 11 indicates the energy diagram for Donor Concentration and Acceptor 
Concentration which are extracted from the COMSOL Multiphysics environment.

The electron and hole concentration plotted in Figs. 12 and 13 is extricated from 
the COMSOL Multiphysics environment.

We may simulate chemical phenomena, heat transfer, fluid flow, electromag-
netic phenomena, structural mechanics, acoustics, and structural mechanics using 
COMSOL Multiphysics in a single environment and process. Regardless of the kind 
of physics involved, all simulation apps are constructed using the same tool, the

Fig. 6 Solar cell in COMSOL Multiphysics 
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Fig. 7 Concentrations of donors and acceptors in COMSOL

Fig. 8 Recombination and photogeneration rate

Application Builder. A typical industrial silicon cell delivers greater efficiency than 
any other single-junction device that is produced in large quantities. Because fewer 
solar cells must be produced and installed for a given output, higher efficiencies 
lower the ultimate installation cost. The building blocks of crystalline silicon cells 
are silicon atoms inter-connected to create a crystal lattice. This lattice offers a 
well-organized structure that improves the efficiency of turning light into electricity.
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Fig. 9 P–V curves 

Fig. 10 I-V curves

5 Conclusion and Future Work 

In the end, we conclude that by altering the dimensions and comparing the current 
model to the past, solar cell efficiency can be increased. The photovoltaics convert the 
solar energy into electrical energy. Solar cell arrays are necessary for every PV system 
to produce enough electricity. The theory underlying the operation of solar cells, as 
well as design elements and technological details, was covered in this paper. Issues 
with PV cells, materials employed, the importance of thin films in solar technology, 
hopes for the future, and some numerical modeling of p–n junction solar cells are 
only a few of the topics covered. The capacity of COMSOL Multiphysics is to create 
mathematical and numerical models of solar cells. 

This project’s future goals are to increase efficiency. In India, there is a vast 
potential for the production of solar energy. The country’s geographic location makes 
it beneficial for producing solar energy. The reason behind this is that India is a
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Fig. 11 Energy diagram

Fig. 12 Electron and hole concentrations 

Fig. 13 Electric potential graph
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tropical nation with about 3,000 h of sunshine each year and solar radiation. This is 
close to 5,000 trillion kWh. Nearly everywhere in India, there are 4–7 kWh of sun 
radiation per square meters. This is 2,300–3,200 h of sunlight each year. States like 
Madhya Pradesh, Andhra Pradesh, Haryana, Bihar, Maharashtra, Orissa, Gujarat, 
Punjab, Rajasthan, and West Bengal have a lot of potential to harness solar energy 
because of their geographic location. 
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Post Quantum Secure Blockchain 
Architecture for Data Dissemination 

Dushyant Kumar Yadav, Hemlal Sahu, 
Siva Gayatri Venkata Naga Datta Sai Ammanamanchi, 
Otturu Madhu Murali, Saurabh Rana, and Dharminder Chaudhary 

Abstract Post quantum cryptography is the key idea to resist quantum attacks. The 
Fiat-Shamir were the first who introduce efficient lattice-based signatures. A lattice-
based signature ensures the security of blockchain architecture against quantum 
computers. However, a blockchain is always consisting of multiple communicating 
nodes, so there is a need to develop a verification method for multiple nodes. We 
have proposed a blockchain using module lattices. Blockchain security relies upon 
two assumptions, (1) Module Learning With Errors and (2) Module Short Integer 
Solution. The system can provide security against quantum attacks. 

Keywords Cyber system · Security · Privacy · Blockchain technology 

1 Introduction 

Blockchain is a sort of distributed ledger system that preserves all committed online 
transfers that have been validated by various independent centers by coming to an 
agreement on an item added to the ledger, doing away with the requirement of 
needing a central authoritative factor [ 1, 2]. A “chain” is described as the connection 
between one “block,” which describes a collection of confirmed transfers inside a 
blockchain system, and another block. Figure 4 depicts an example blockchain made 
up of several temporally related blocks. Once all four of the following conditions are 
met (shown in Fig. 5), the particular chain is been added with a block. 
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• When a client uses a digital signature to sign a transfer and sends it to a computer 
network known as a peer-to-peer (P2P), known to be nodes for transfer validation, 
the transfer is said to have been launched. The digital signature of the sender, the 
recipient, the transfer data, and the sender are all recorded in the transfer. 

• The node checks the sender’s digital signature after acquiring the signed transfer 
to ensure its legitimacy. A block is created by aggregating all transfers that are 
validated in the same time frame. The blockheader of this block contains additional 
data such as the date (the time at which the block was created), nonce (a value 
used to create a valid block hash), and prior hash (to relate to the block before). 

• By randomly choosing a nonce and utilizing the cryptographic hashing technique 
to carry out the hashing operation, the node creates a secure hash for the block. 
Since no two blocks have the same hash, the hash serves as the block’s unique 
identifier. By adding the hash of the previous block to the new block, the new block 
is chained to the prior block. This chaining configuration guarantees the integrity 
of transfers because any alteration to the transfers will result in a change to the 
hash value of the block, which will then affect the hash values of all succeeding 
blocks in the given chain. 

• After successfully generating a legitimate hash, the node broadcasts its block to 
the P2P network to undergo validation. Other nodes verify the block’s integrity by 
confirming the presence of legitimate transfers and ensuring that its hash matches 
that of the preceding block. Each node uploads this to its blockchains if all checks 
pass. It is at this point that network nodes come to a consensus. 

A person going by the alias Satoshi Nakamoto first proposed the idea of blockchain 
in 2008 to act as a transaction log for the widely recognized digital currency, Bitcoin. 
Other blockchain applications have been developed as a result of the Bitcoin con-
cept. Today’s blockchain technology offers a broader range of applications, along 
with private and public administration. Ethereum and Hyperledger Fabric are two 
notable platforms that have garnered significant interest for providing decentralized 
blockchain smart applications. By eliminating the need for middlemen (like central 
authority), the implementation of these two platforms may assist both the private and 
public sectors in increasing their efficiency. It also improves data security and lowers 
operating costs. However, the research community is divided on whether Hyper-
ledger Fabric can be considered a generic blockchain platform due to its consensus 
mechanism that does not depend on individual coin mining. Instead, Fabric estab-
lishes consensus with the help of supporting peers. The literature widely supports 
the notion that Fabric is a permissioned blockchain system. So, we will make the 
assumption in our work that it is a blockchain. The use of smart contracts to enable 
more intricate programmable transactions represents a development for blockchain 
decentralized applications [ 3]. Nick Szabo first presented the idea of a smart con-
tract in the 90 s [ 4, 5] as a computerized protocol that could carry out a contract’s 
terms and conditions. Blockchain has smart contracts built in to let parties con-
duct transactions in accordance with the terms of the contract. Once the contract’s 
conditions are fulfilled, the transaction is executed automatically according to the 
specified contract statement and verified by network nodes. The most widely used
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blockchain for smart contracts is Ethereum [ 2, 6]. Its construction involved the use of 
a Turing-complete programming language, which allows it to facilitate and carry out 
a diverse range of computational instructions [ 7]. This Turing completeness attribute 
of Ethereum allows programmers to create custom rules for transactions to imple-
ment decentralized blockchain applications. Public blockchains, private blockchains, 
and consortium blockchains are the three subcategories of the existing blockchain 
system [ 7, 8]. The term “permissionless blockchain” is used to describe the pub-
lic blockchain, whereas “permissioned blockchain” is used to describe the private 
blockchain. Contrarily, consortium blockchain is often referred to as semi-private or 
semi-public blockchain. Table 2 contains a comparison of the three different forms of 
blockchain. We specifically compare consortium blockchain to public, private, and 
other blockchains in the below-mentioned areas: 

• Autonomy: The term “autonomy” describes the capacity to possess or manage 
the blockchain system. Inside an open blockchain, all the peers have autonomy 
over the system because anybody can join the network and become a node. Private 
blockchain, on the other hand, is solely under the control of one organization, which 
has the power to choose a small number of specified nodes from this particular 
company to participate in the network. While consortium blockchain is controlled 
by chosen groups rather than a single organization, it is managed similarly to 
closed blockchain, i.e., by choosing peers from inside their own company. 

• Participants: The public can see and access the public blockchain. Each and every 
peer joining the system is able to look at and participate in the transaction valida-
tion. Private and consortium blockchains, in comparison to the public blockchain, 
both include entry restrictions; only chosen and approved peers are permitted to 
take part in the system. These preset peers have a varied amount of permission to 
view and confirm the transactions. Depending on the preferences of the organi-
zation, some nodes might only be able to look at the transfers, while other peers 
might be capable of both reading and writing the transactions. 

• Time Efficiency: Comparing public blockchain to restricted and collaborative/ 
consortium blockchains, the efficiency of the former is lower. This is because a 
sizable number of users on the open blockchain network must come to an agree-
ment to validate the transactions. The efficiency of blockchain systems decreases 
as the amount of nodes within the network increases. In contrast, the constrained 
network in private and consortium blockchains enables higher efficiency because 
there are fewer nodes required to carry out the confirmation process. As we can 
see in Table 5, more study has been done on restricted blockchains than on open 
ones for this reason. 

• Immutability: A blockchain network’s immutability is its capacity to survive 
changes. Because every node synchronizes and gets a blockchain copy once con-
sensus is obtained and because blockchain hashing holds the complete chain, it 
is immutable. A rogue node must seize control of a minimum of 52.% of the 
blockchain system in order to overthrow the agreement in order to alter transac-
tions. It can disrupt the system and replace the required block by obtaining the 52 
.% majority, making the blockchain changeable. Due to the enormous number of



108 D. K. Yadav et al.

nodes that are responsible for preserving the shared transaction data on the public 
blockchain, alteration is practically impossible. However, because there are fewer 
nodes in private and consortium blockchains, there is a slight chance that the dom-
inant organization or the consortium as a whole may act improperly and alter the 
ledger. The probability of change in a blockchain network tends to decrease as the 
number of entities managing the network and network nodes increases, suggesting 
that more decentralization leads to less likelihood of significant changes. 

• Exemplary Platforms: Two examples of the open blockchain platforms, most com-
monly used for cryptocurrencies, are Bitcoin and Ethereum. MultiChain [ 9] and 
GemOS [ 10] are two examples of blockchain platforms. These open source plat-
forms assist businesses in establishing their own restricted blockchain systems. 
Alternatively, the most commonly used blockchain platforms that facilitate con-
sortium systems involving both private and public enterprises are Hyperledger 
Fabric and Ethereum. 

2 Blockchain Characteristics 

To give a general summary of blockchain traits, we adopted several categorizations 
derived in [ 11– 15]. The fundamental principles in each classification and group the 
essential qualities of this technology into functional and developing traits. Emergent 
traits appear to be a result of functional traits, whereas functional characteristics are 
necessary for the existence of the blockchain system. We quickly go over these two 
traits as follows. 

2.1 Functional Characteristics 

Decentralization, distributed ledgers, and consensus protocols are examples of func-
tional characteristics. These three components make up the blockchain. 

• Decentralization: Decentralized blockchain architectures are those that are not 
reliant on a single main authority to validate and keep their transaction infor-
mation. Alternatively, the information is checked, duplicated, and disseminated 
throughout a P2P network of end-points that communicate the most recent trans-
action information with one another to have each end-point current. Every node 
authenticates the transactions and keeps a duplicate of the whole chain in a private 
or consortium blockchain, similarly. The sole distinction between these two kinds 
of blockchains is whether one or more organizations oversee deciding which users 
are qualified to validate transactions and obtain copies of the data, increasing pri-
vacy. Private and consortium blockchains are seen as somewhat decentralized due 
to the network autonomy. As each end-point in the connected network participates
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in handling the blockchain information, no point of failure risk exists as there 
is with centralized systems [ 16]. The other nodes are able to maintain the net-
work functioning normally even if one node is unable to authenticate transactions 
because of a malfunction or issues on the technical side. 

• Distributed Ledger: A shared and synchronized database that is used by several 
users or places is known as a distributed ledger. Due to the fact that every node 
in the network stores and maintains the transaction data, blockchain is a type of 
distributed ledger. Blockchain has a distinctive feature that sets it apart from other 
distributed ledger technologies: The database is kept in blocks that are linked to 
each other in order to form a chain in a secure data structure. In addition to the 
security benefits that the blockchain architecture already provides, the distributed 
ledger added useful features to blockchain, preventing the systems from loss of 
data because the information is stored on several nodes. 

• Consensus Protocol: Blockchain transactions are coordinated by consensus pro-
tocol, which is carried out by all network nodes to guarantee that each transaction 
is legitimate and consistent before it is appended into the blockchain [ 17, 18]. 
Each end-point interacts with the others to produce a block of transactions that is 
legitimate, and it is rewarded with Bitcoin for doing so. A block of transactions 
will be chosen to be appended to the chain and rewarded by the node that creates 
it first. With the use of incentives, nodes are encouraged to join the system and 
take part in the agreement attempts. Proof-of-Work (PoW), the original blockchain 
consensus technology, is principally utilized for cryptocurrency applications by 
Bitcoin and Ethereum. Each round of consensus in a PoW system requires com-
peting nodes to use their computing resources to produce a valid block hash value. 
A node must locate a random nonce that generates a hash that meets the network’s 
requirements in order to provide a legitimate hash. By changing the nonce, this 
can only be accomplished through a trial-and-error process. A significant amount 
of computing power is required to carry out several trial-and-error processes that 
ultimately result in the creation of the proper nonce that complies with the hash 
standard. Other consensus protocols, such as Proof-of-Stake (PoS), have been sug-
gested as alternatives to Proof-of-Work (PoW) for various blockchain applications. 
PoS uses stake competitiveness to decide which node should start a new block. 
The likelihood that a node will be chosen as the block maker by doing the hashing 
block computation increases with the size of the stake it owns. Another type of 
node choosing is provided, such as the coin age-based choosing method, to stop 
the network’s wealthiest node from being the only one selected for the consensus. 
With this strategy, nodes with a greater collection of coins are given preference 
when attempting to form a block. Delegated-Proof-of-Stake (DPoS), a PoS vari-
ant, offers greater efficiency than PoS [ 19]. Stakeholder nodes in a DPoS vote for 
other nodes to become block creators. The ability to verify a block is granted to the 
elected nodes with the highest number of votes. Another type of consensus system 
utilized for blockchain applications is called a PBFT (Practical Byzantine Fault 
Tolerance) [ 20]. While the backup nodes give their opinion on the blocks gener-
ated by the main, the main node builds the block. For each round of agreement, 
a new primary node is chosen. To agree on transactions, each round of Practical
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Byzantine Fault Tolerance goes through four different phases: (i) pre-prepare, (ii) 
prepare, (iii) commit, and (iv) respond. When the system of nodes receives at least 
3p .+ 1 identical responses from all the end-points, where the value of p is the 
maximum no. of flawed end-point systems that the network may allow, the block 
is admitted into the chain. In essence, PoS selects the end-point with the largest 
points as a block maker, whereas PoW selects the node with the most computing 
power. 

2.2 Security Issues 

During incorporation of computer technology into intelligent cities makes life easier 
for residents, but it also poses security and privacy problems. If the security archi-
tecture is inadequate, using a lot of devices to distribute a huge amount of data might 
result in serious data breaches for the smart city. A single server is responsible for 
carrying the weight of carrying out all activities and managing all devices in the 
network in the conventional smart city architecture, which is based on centralized 
systems and is affected by architectural restrictions [ 21]. A single broken part might 
bring the entire system to an end. A centralized model’s reliance on a third party may 
also be unreliable since it creates room for fraud and abuse. Without any consent, a 
third party can change and manipulate data. A centralized model’s reliance on a third 
party may also be unreliable since it creates room for fraud and abuse. Without any 
consent, a third party can change and manipulate data. Data distribution in intelligent 
cities requires a variety of data types—from very sensitive to the public—and varied 
privacy limitations for various users. In Smart structures, for example, authority over 
a building has access to all systems to oversee building works, during which visitors 
are given authority to building areas and systems for a certain period of time, which 
is subsequently revoked when the time period is up [ 22]. A nurse in the healthcare 
industry could have more entry to a patient’s file than a doctor actually treating the 
patient [ 23]. For the purpose of facilitating educational planning, various government 
entities in the field of education have access to school data across the city. Consumers 
can manage their own, timely smart meter data to control their electricity use in the 
context of smart energy [ 24]. In other words, not all data may be made available to 
the public. Various access controls are needed for different types of data to ensure 
privacy. 

3 Proposed Post Quantum Secure Blockchain Architecture 

This section illustrates the proposed scheme for node/user communication based on 
module learning with errors, and module short integer solution assumptions respec-
tively. The scheme consists of four phases: (1) setup phase, (2) subkeys generation
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phase, (3) signature phase, and at last (4) verification phase. This construction uses 
.Trap − Gen to generate public key .B0 ← Z

n×m
q with basis .TB0 ← Z

m×m
q satisfy-

ing the condition .||T̃B0 || ≤ O(
√
n log(q)), .m = O(n log(n)). The wallet contains 

the seed value .(B0, TB0) that is lattice basis to generate subkeys using Bonsai tree 
algorithm. 

3.1 Parameters Selection/Setup Phase 

This phase takes input. n, and. q, then it uses algorithm.Trap − Gen(q, n) to gener-
ate random .B0 ← Z

n×m
q , with basis .TB0 satisfying .||T̃B0 || ≤ O(

√
n log(q)). It uses  

.H2 : {0, 1}∗ → C = {c ∈ mathbbR : ||c||1 = d, ||c||∞ = 1} be random oracle 
with . d such that .|C| > 22.κ , where . κ is the security parameter. 

1. The Setup takes input . n, and . q , then it uses algorithm .Trap − Gen(q, n) to 
generate random.B0 ← Z

n×m
q . 

2. It generates basis .TB0 satisfying .||T̃B0 || ≤ O(
√
n log(q)). 

3.2 Public/Private Key 
Generation(.B0, TB0, B1, B2, B3, . . . , Bn) 

The algorithm Subkey-Generation(.B0, TB0 , B1, B2, B3, . . . , Bn) chooses matrices 
.B1, B2, B3, . . . , Bn for the nodes/users (.U1,U2,U3, . . . ,Un), and uses the algo-
rithm.Ext − Basis, and it outputs.TB '

1
← Ext − Basis(TB0 , B '

1 = B0|B1),. TB '
2
←

Ext − Basis(TB0 , B '
2 = B0|B2), …,.TB '

n
← Ext − Basis(TB0 , B '

n = B0|Bn), and 
it generates private/public key pairs . (SK1 = s1 ← TB '

1
, PK1 = B '

1.s1), (SK2 =
s2 ← TB '

2
, PK2 = B '

2.s2), . . . , (SKn = sn ← TB '
n
, PKn = B '

n.sn) for each of 
nodes/users in the blockchain. These subkeys are published in the blockchain net-
work, 
and used to perform the signature and verification of corresponding nodes/users (see 
Algorithm 1). 

3.3 Address Generation 

Different addresses are generated from different public keys of nodes/users. Suppose, 
the nodes/users.UB1 has public key.B '

1 = (b1, b2, . . . , b2m) ∈ Z
n×2m
q , then it applies a 

hashing like SHA-256 to generate a hashed public key. First, the node/user.UB1 sends 
a request to another node/user .UB2, then the node/user .UB2 chooses pair of subkeys 
from its wallet, and it generates the address, and sends to.UB1. Finally, the node/user
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Algorithm 1: Algorithm for Private/Public Key Generation 

Inputs : B0, TB0 , B1, B2, B3, . . . ,  Bn 
Output: (SK1, PK1), (SK2, PK2),  . . . ,  (SKn, PKn) 

1. Uses Extraction Phase: TB'
1 

← Ext  − Basis(TB0 , B '
1 = B0|B1), 

TB'
2 

← Ext  − Basis(TB0 , B '
2 = B0|B2), …,  TB'

n 
← Ext  − Basis(TB0 , B '

n = B0|Bn) 
2. Generates: (SK1 = s1 ← TB'

1 
, PK1 = B '

1.s1), (SK2 = s2 ← TB'
2 
, PK2 = 

B '
2.s2),  . . . ,  (SKn = sn ← TB'

n 
, PKn = B '

n .sn) 

.UB1 generates a transaction for this particular address, and this is broadcasted in the 
whole network. 

3.4 Transaction Block Generation 

Any of the nodes can initiate a transaction in the blockchain, and its private key is 
used to generate the signature. A node with mining capacity can add a new block 
to the proposed blockchain framework. The node is responsible for collecting all 
the transactions and creating of random oracle to generate a new transaction block. 
A node/user broadcasts a transaction to other nodes/users, and it uses algorithm 
.Sign(SK , M) is used to generate a signature on the transaction with one private 
from the wallet. It transaction bearing signature is different because of different time 
stamps, and the private key used to sign. A node/user samples.y ← D, and computes 
.u = [B '

1] · y ∈ Qk
q , .c = H(u, PK1, M), and .z = s1 · c + y with probability (. 1 −

Prej ), where.Prej = min{1, Dl+k
s (z)
M · Dl+k

c.s,s(z)}. The final signature is.σ = (u, z) (see 
Algorithm 2). 

Algorithm 2: Transaction Block Generation 

Inputs : SK  , M 
Output: σ = (u, z) 

1. Samples: y ← D 
2. Computes: u = [B '

1].y ∈ Qk 
q , c = H (u, PK1, M), z = s1.c + y 

3. If 1 − Prej  = 1 − min{1, Dl+k 
s (z) 
M .Dl+k 

c.s,s (z)} 
Then return σ = (u, z) 
Else recompute σ 

4. Broadcast Block (Bi , σi ) to Blockchain Network
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3.5 Consensus Participation with Aggregate Signature 

A node/user broacasts a transaction to other nodes/users, and it uses aggregate sig-
nature algorithm .Agg − Sign(PK = PK j , M = Mj ) is used to generate a sig-
nature for more than one node/user. To find an aggregate signature, the node/user 
computes .c j = H(u j , PK j , Mj ), and queries .e j ← H2(c1, c2, . . . , cN , j) for . j ∈
[N ]. Further, he computes .z = ∑

j e j .z j satisfying the norm condition . ||z|| ≤
β = O(

√
N B). Finally, the node/user broadcasts the aggregate signature . σagg =

((u j ) j , z) (see Algorithm 3). 

Algorithm 3: Consensus Aggregate Signature 

Inputs : PK  = PK  j , M = M j for j ∈ {1, 2,  . . . ,  N } 
Output: σagg = ((u j ) j , z) 

1. Computes: c j = H (u j , PK  j , M j ) 
2. Queries: e j = H2(c1, c2, . . . ,  cN , j ) for j ∈ [N ] 
3. Computes: z = ∑

j e j .z j where ||z|| ≤ β = O(
√
N B) 

4. Output: σagg = ((u j ) j , z) 

3.6 Verification of Block 

The algorithm .Veri f ication(u, z) run by a node/user takes the input public key 
matrix .PK1, message. M , and signature . σ respectively. The receiver node computes 
.c = H(u, PK1, M), and if .||z|| < β, and .B '

1z = PK1·c+u , then only accepts the 
signature. 

3.7 Consensus with Aggregate Signature Verification 

All the nodes in the blockchain network are the member of the consensus algo-
rithm. In a blockchain networking system of .N nodes, particular nodes receives 
.(N − 1) transaction blocks from other nodes. Therefore, A blockchain network-
ing system contains .N blocks at a time. All the nodes verify each block before 
adding it to the consensus. A node can verify other .(N − 1) nodes using the con-
cept of aggregate signature concept. In this way, it provides scalability to the sys-
tem in the form of aggregate signature in a single step for multiple blocks, and 
nodes. The public keys are available in the blockchain network to complete the 
process. The aggregate signature technique considers a tuple of finite length as a 
single piece of information. Although a methodology of the aggregate signature has
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been introduced in [ 25], post-quantum security and efficiency in the key genera-
tion is the key idea of the proposed framework. A node/user broadcasts a transac-
tion to other users, then the node/user verifies the aggregate signature using algo-
rithm .V Agg − Sign(PK = PK j , σagg). It computes .c j = H(u j , PK j , Mj ) for 
. j ∈ [N ], and queries .e j ← H2(c1, c2, . . . , cN , j) for . j ∈ [N ]. Further, it computes 
.PK .z = ∑

j e j .(PK j .c j + u j ), and if .||z|| ≤ β = O(
√
N B), then only accepts 

aggregate signature (see Algorithm 4). 

Algorithm 4: Consensus with Aggregate Signature Verification 

Inputs : PK  = PK  j , σagg 
Output: Accept/Reject 

1. Computes: c j = H (u j , PK  j , M j ) for j ∈ [N ] 
2. Queries: e j = H2(c1, c2, . . . ,  cN , j ) for j ∈ [N ] 
3. Computes PK  .z = ∑

j e j .(PK  j .c j + u j ) 
4. If ||z|| ≤ β = O(

√
N B) Accepts 

Else Rejects 
5. Returns Null 

4 Performance 

Both “time” and “latency” are the first parameters that have been considered for the 
evaluation. Note that, the inclusion of both key generation time and signature time is 
the main reason for this linear growth of latency. The key generation time increases 
with the number of blocks in the order.O(N ), where.N is the number of nodes. Addi-
tionally, the complexity is .O(1) and the aggregate signature time is static because 
the production and verification of the signatures are performed in a single operation. 
The process of generating aggregate signatures is unaffected even as the number of 
nodes or blocks increases. Since the key generation time needs to be further opti-
mized for better effect, our proposed approach is scalable under this condition. When 
compared to current methods, our proposed solution performs better for transaction 
latency, which exhibits the same behavior as read latency. The proposed technique has 
a 60% higher overall transactional throughput. It is effective in this way because the 
aggregated approach is used. The cost of various operations involved is polynomial 
selection.tp ≈ 0.014 s, lattice creation.tl ≈ 0.128 s, multiplication in ring. t∗ ≈ 0.118
s, addition in ring.ta ≈ 0.008 s, and hashing algorithm.th ≈ 0.012 s. The framework 
proposed by Kiktenko et al. [ 1] takes .2tp + 2t∗ + 2ntl operations in key generation, 
.2tp + 2nt∗ + 4th + 2nta in a signature generation, and .ntp + 4nt∗ + 2nth + nta in 
verification. The framework proposed by Chao-yang et al. [26] takes. 4tp + 4t∗ + 2ntl
operations in key generation, .4tp + 2nt∗ + 2th + 4ta in signature generation, and
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Table 1 Comparison between computation costs of proposed with related frameworks 
Frameworks Key generation Signature Verification 

.[A] Kiktenko et al. [ 1] .2tp + 2t∗ + 2ntl .2tp + 2nt∗ + 4th + 2nta . ntp + 4nt∗ + 2nth + nta

.[B] Chao-Yang Li et al. [ 26] .4tp + 4t∗ + 2ntl .4tp + 2nt∗ + 2th + 4ta . ntp + 4nt∗ + 2nth + nta

.[C] Chao-Yang Li et al. [ 27] .4tp + 4t∗ + ntl .2tp + 2nt∗ + 4th + 2nta . ntp + 4nt∗ + nth + 2nta

.[D] Saha et al. [ 28] .2tp + 3t∗ + tl .2tp + 4t∗ + 2th + ta + ntl . tp + 2th + (n − 1)tl

.[E] Proposed Framework .tp + 3t∗ .2tp + 4t∗ + 2th + ta + ntl . tp + 2th + (n − 1)tl

.ntp + 4nt∗ + 2nth + nta in verification. The framework proposed by Chao-Yang et 
al. [ 27] takes.4tp + 4t∗ + ntl in key generation,.2tp + 2nt∗ + 4th + 2nta in signature, 
and.ntp + 4nt∗ + nth + 2nta in verification. The framework proposed by Rahul et al. 
[ 28] takes .2tp + 3t∗ + tl operations in key generation, .2tp + 4t∗ + 2th + ta + ntl in 
signature, and .tp + 2th + (n − 1)tl in verification. The proposed Framework takes 
.tp + 3t∗ operations in key generation, .2tp + 4t∗ + 2th + ta + ntl in signature, and 
.tp + 2th + (n − 1)tl in verification (see Table 1). 

5 Conclusion 

Because of its appealing decentralization feature, blockchain technology is being 
used for information sharing among intelligent devices which is a new area of research 
that has gained substantial interest from both business and academia. We have pro-
vided a thorough analysis of blockchain integration. We have covered the definition, 
elements, enabling technologies, and problems of smart devices. Then, we discussed 
the history and features of blockchain in detail. We evaluated the benefits and draw-
backs of blockchain integration for data information sharing. We have proposed a 
solution to the security of blockchain. 
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9. Ismailisufi A, Popović T, Gligorić N, Radonjic S, Šandi S (2020) A private blockchain imple-
mentation using multichain open source platform. In: 2020 24th international conference on 
information technology (IT), pp 1–4. IEEE 

10. Haibo T, Jiejie H, Yong D (2019) Medical data management on blockchain with privacy. J Med 
Syst 43:1–6 

11. Emanuele B, Youssef I, Ernesto D (2020) Blockchain-based distributed trust and reputation 
management systems: a survey. IEEE Access 8:21127–21151 

12. Hunhevicz JJ, Hall DM (2020) Do you need a blockchain in construction? Use case categories 
and decision framework for DLT design options. Adv Eng Inf 45:101094 

13. Labazova O, Dehling T, Sunyaev A (2019) From hype to reality: a taxonomy of blockchain 
applications. In: Proceedings of the 52nd Hawaii international conference on system sciences 
(HICSS 2019) 

14. Xu X, Weber I, Staples M, Zhu L, Bosch J, Bass L, Pautasso C, Rimba P (2017) A taxonomy 
of blockchain-based systems for architecture design. In: 2017 IEEE international conference 
on software architecture (ICSA), pp 243–252. IEEE 

15. Zibin Z, Shaoan X, Hong-Ning D, Xiangping C, Huaimin W (2018) Blockchain challenges 
and opportunities: a survey. Int J Web Grid Serv 14(4):352–375 

16. Ali S, Wang G, White B, Cottrell RL (2018) A blockchain-based decentralized data storage 
and access framework for pinger. In: 2018 17th IEEE international conference on trust, security 
and privacy in computing and communications/12th IEEE international conference on big data 
science and engineering (TrustCom/BigDataSE), pp 1303–1308. IEEE 

17. Laphou L, Zecheng L, Songlin H, Bin X, Songtao G, Yuanyuan Y (2020) A survey of IoT 
applications in blockchain systems: architecture, consensus, and traffic modeling. ACM Com-
put Surv (CSUR) 53(1):1–32 

18. Aiya L, Xianhua W, Zhou H (2020) Robust proof of stake: a new consensus protocol for 
sustainable blockchain systems. Sustainability 12(7):2824 

19. Aggarwal S, Chaudhary R, Aujla GS, Kumar N, Choo K-KR, Zomaya AY (2019) Blockchain 
for smart communities: applications, challenges and opportunities. J Netw Comput Appl 
144:13–48 

20. Miguel C, Barbara L et al (1999) Practical byzantine fault tolerance. In: OsDI, vol 99, pp 
173–186 

21. Sharma PK, Park JH (2018) Blockchain based hybrid network architecture for the smart city. 
Futur Gener Comput Syst 86:650–655 

22. Bindra L, Lin C, Stroulia E, Ardakanian O (2019) Decentralized access control for smart 
buildings using metadata and smart contracts. In: 2019 IEEE/ACM 5th international workshop 
on software engineering for smart cyber-physical systems (SEsCPS), pp 32–38. IEEE 

23. Junqin H, Linghe K, Guihai C, Min-You W, Xue L, Peng Z (2019) Towards secure indus-
trial IoT: blockchain system with credit-based consensus mechanism. IEEE Trans Ind Inform 
15(6):3680–3689 

24. Brendan C, Jerrome G, Zeynep G, Lucas H, Sakshi M, Aynur T, Samra V (2012) The smart 
meter and a smarter consumer: quantifying the benefits of smart meter implementation in the 
united states. Chem Central J 6(1):1–16 

25. Zhao Y (2018) Aggregation of gamma-signatures and applications to bitcoin. Cryptology ePrint 
Archive 

26. Chao-Yang L, Xiu-Bo C, Yu-Ling C, Yan-Yan H, Jian L (2018) A new lattice-based signature 
scheme in post-quantum blockchain network. IEEE Access 7:2026–2033 

27. Chaoyang L, Yuan T, Xiubo C, Jian L (2021) An efficient anti-quantum lattice-based blind 
signature for blockchain-enabled systems. Inf Sci 546:253–264 

28. Saha R, Kumar G, Devgun T, Buchanan W, Thomas R, Alazab M, Kim T-H, Rodrigues J (2021) 
A blockchain framework in post-quantum decentralization. IEEE Trans Serv Comput



An Open-Source Learning Management 
System 
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Abstract In recent years, the need to integrate new technologies into the educa-
tional process has been increasing. The use of the Internet in education has increased 
steadily over the last decade as new technologies make it easier for students to learn. 
Using distance learning tools, students’ learning can be flexible across location and 
time constraints. Therefore, students can access information anytime, anywhere, 
whether in the library or in the classroom. Distance education is notoriously expen-
sive, and as schools become major providers of distance education, budgeting 
becomes even more important. Cost relative to the learning environment is a disad-
vantage of distance education, and the work of education management can elimi-
nate it. Using comprehensive learning management will help improve learning tools 
and improve learning quality. A web-based learning management system called the 
Learning Management System (LMS) assists teachers in meeting objectives, plan-
ning lessons, and inspiring students. In the twenty-first century, learning management 
systems (LMS) have emerged as a crucial instrument for delivering education. This 
white paper provides an overview of LMSs, including their features, capabilities, 
and future directions. This article discusses the main features and roles, advantages 
and limitations of LMS, and current trends in LMS development. The essay also 
analyses difficulties with LMS adoption and makes suggestions for further study. It 
also discusses the LMS that has been developed and can be integrated directly into 
the organization if needed. The comparison of several LMSs is also included in the 
article. 
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1 Introduction 

The Internet’s quick development has altered people’s behavior. People utilize the 
internet for research as well as job and shopping. E-learning is a term that is frequently 
used to describe using the Internet for educational purposes. Learning management 
systems (LMS) and content management systems (CMS) are the two categories of 
technology used in e-learning. A learning management system (LMS) is a web-
based tool that connects instructors and learners during the learning process and can 
take the place of face-to-face instruction in the classroom. Numerous opportunities in 
education and other fields have been made possible by the enormous advancements in 
information and communication technology and Internet connectivity. Students may 
have a wide range of learning opportunities in the new technology-based learning 
environment. When students and professors are occasionally in separate locations, 
distance education is a recommended alternative [1]. In distance learning, learning 
management systems (LMSs), often referred to as virtual learning environments 
(VLEs) or learning platforms, are crucial. At several stages of the remote learning 
process, open-source software can be employed. For example, application software 
that completes the learning content’s preparation and LMS software that provides 
the learning content shown on the website environment are two examples. These new 
courses are being welcomed by both industry and schools. The learning options are 
depicted in Fig. 1 by the letters E-learning, D-learning, M-learning, and B-learning, 
which stand for electronic learning, distance learning, mobile learning, and blended 
learning, respectively. 

Fig. 1 Typical block 
diagram of online learnings
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1.1 Different Types of Learning 

Distance Learning. “Distance learning,” sometimes known as “d-learning,” refers 
to all forms of distance education, including e-learning and mobile learning. Surpris-
ingly, the definition of distance education also covers correspondence courses, which 
date back to the eighteenth century [2]. 

Electronic Learning. Electronic learning (e-learning, sometimes referred to as 
web-based training) is anytime, anywhere education delivered via the Internet or 
a corporate intranet to learners equipped with a browser. Online learning allows 
students, trainees, and casual learners to participate in organized learning experiences 
wherever they are [3]. 

Mobile Learning. Mobile learning is a novel approach of accessing learning 
content via mobile devices. As long as we have a modern mobile device connected 
to the internet, we can study whenever and wherever we want [4]. 

B Learning. B-learning stands for blended learning, which refers to the combi-
nation of face-to-face training (in the classroom with a teacher) and online training 
(courses via the Internet or other digital formats). Thus, B-learning is a hybrid 
learning system that mixes these two systems [5]. 

1.2 LMS 

A software platform known as a learning management system (LMS) is created to 
make it easier to create, administer, and distribute educational content and activi-
ties. Online learning platforms frequently use this technology to provide courses and 
programs to students all around the world. A learning management system (LMS) 
often offers facilities for developing and uploading course materials like videos, tests, 
and assignments. Students can access the material remotely, frequently at their own 
convenience. The platform also provides tools like discussion forums, gamification 
components, and peer reviews to boost student motivation and engagement. Addi-
tionally, LMS platforms often offer analytics tools for course designers to monitor 
learner progress and spot areas that require more assistance. 

Overall, an LMS is a powerful tool for delivering online education, providing 
learners with access to high-quality content and a range of features to support their 
learning experience [6]. There are several factors to consider while picking an online 
learning platform. Some reasons to choose a platform over other alternatives include: 

Course Selection. The platform should offer a diverse selection of courses 
covering a wide range of topics and skill levels. 

Quality of Content. The courses should be created by experts in the industry or 
leading educators to ensure high-quality content. 

Flexibility. The platform should allow for flexible learning options, enabling 
learners to complete coursework at their own pace and on their own schedule.
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Fig. 2 Illustration of LMS 

Certification. The platform should offer certifications of completion to demon-
strate skills and knowledge to employers or for personal development. 

Community and Support. The platform should provide access to a community 
of learners and resources for support to help learners stay motivated and on track. 

Overall, a platform that offers a combination of diverse course selections, high-
quality content, flexibility, certification, and community support can be an attractive 
option for online learning [6]. 

Figure 2 shows the components LMS can have and gives a brief idea about LMS. 
Also, different stages of LMS like frontend, backend, and database. 

There are several factors to consider while picking an online learning platform. 
Some reasons to choose a platform over other alternatives include: 

Course Selection. The platform should offer a diverse selection of courses covering 
a wide range of topics and skill levels. 

Quality of Content. The courses should be created by experts in the industry or 
leading educators to ensure high-quality content. 

Flexibility. The platform should allow for flexible learning options, enabling 
learners to complete coursework at their own pace and on their own schedule. 

Certification. The platform should offer certifications of completion to demon-
strate skills and knowledge to employers or for personal development. 

Community and Support: The platform should provide access to a community of 
learners and resources for support to help learners stay motivated and on track. 

Overall, a platform that offers a combination of diverse course selections, high-
quality content, flexibility, certification, and community support can be an attractive 
option for online learning [6].
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2 Related Work 

Salomão Bento Nilo Pena and others have analyzed that e-learning has been widely 
implemented in educational institutions to improve the learning process and meet 
the new challenges posed by technology, but it is not enough that online learning 
becomes the dominant teaching standard is essential [7]. 

In this study, Ruben Manhiça et al. attempt to provide an overview of research 
on the application of artificial intelligence in higher education management systems 
(ELMS). From 2010 to 2022, 306 articles were identified from the Scopus and 
EBSCOhost databases, and 33 articles were ultimately selected for analysis. Moodle 
is the most commonly used LMS for implementing AI solutions in education, and 
AI is most commonly used for student performance assessment based on student 
data. Some of the AI algorithms used include Random Forests, Neural Networks, 
K-means, Naive Bayes, Support Vector Machines, and Decision Trees [8]. 

S. V. Phulari illustrates how we can enhance manual processes with e-learning 
management systems for safer, more secure, and effective learning, improving user 
experience and resource utilization [9]. 

With the help of various sources, Ignatius Adrian Mastan et al., in this study 
analyzed e-learning models and trends and identified seven criteria for further study 
in the area [10]. 

Ahmet Dogukan Sariyalcinkaya et al. concluded that distance learning has been 
hastened by the COVID-19 pandemic, necessitating more educational content and 
management in electronic settings. The study looks into virtual classroom software, 
learning management systems, and content management systems before, during, and 
after the epidemic [11]. 

Institutions of higher learning employ data science to assess the effectiveness of 
student learning. In order to enhance teaching and learning procedures, Muhammad 
Abu Arqoub et al. proposed a framework for extending the free and open-source 
Moodle learning management system [12]. 

The study by Binar Kurnia Prahani et al. examined the trends in LMS research 
from 1991 to 2021 with a particular emphasis on conference papers, English, and the 
United States. It reveals that English is the most widely spoken language worldwide, 
while the United States is the most well-liked nation. The National Natural Science 
Foundation of China, Bina Nusantara University, and Lecture Notes in Computer 
Science are the primary funding sponsors, respectively [13]. 

The study by Abednego Kofi Bansah and Douglas Darko Agyei looks at 
how students’ adoption of learning management systems (LMS) is impacted by 
perceptions of ease, efficacy, and usefulness [14]. 

Soyeong Kwon et al. explained that the pandemic has caused a movement toward 
blended and flipped learning as well as other technology-integrated teaching strate-
gies. Many institutions, though, find it difficult to adjust to this new setting. An LMS 
should be created as a learning community, with instructors and students repositioned 
as co-participants, in order to integrate identity shifts [15].



122 A. J. Gaikwad et al.

In a blended learning context, Tiong-Thye Goh and Bing Yang investigated the 
connection between e-learning engagement, flow experience, and continued use of 
the learning management system. It reveals that flow has a direct favorable effect on 
system continuation and influences e-engagement and perceived ease of use [16]. 

Nhu-Ty Nguyen investigated the variables affecting student satisfaction with 
learning management systems at the International University—Vietnam National 
University HCMC, specifically Blackboard and Edusoft. Significant effects on 
learners’ satisfaction, including direct and indirect relationships, are revealed by 
a quantitative survey. In order to increase system efficacy, the study also investigates 
the connection between learning management technologies and student happiness 
[17]. 

Nigar M. Shafiq Surameery and Mohammed Y. Shakor introduce the Cloud-Based 
Educational System (CBES), a theoretical framework for a cloud-based learning 
management system that offers administrators, staff, and teachers a comfortable 
setting in which to manage e-learning duties [18]. 

Rushna Khalil Awan and others have analyzed implementing e-learning in higher 
education institutions a difficult,thorough analysis of the literature from 2005 to 2020 
has revealed compatibility, preparedness, factors, advantages, and implementation 
methodologies [19]. 

Meyliana et al. studied the use of UTAUT 2 and trusted methodologies to identify 
factors influencing the acceptance and use of learning management systems (LMS) 
by university professors. The results show that performance expectations, habits, and 
trust have the greatest impact on adoption, while habits and behavioral intentions are 
the main factors influencing user behavior [5]. 

Dr. Lester Reid, in his qualitative case study, investigated how learning manage-
ment systems affect traditional teaching methods, transformative learning, and the 
acquisition of knowledge by adult learners. It reveals favorable reactions from both 
teachers and pupils [20]. 

Learning management systems (LMS) have revolutionized education, causing 
e-learning in higher education institutions to rise tremendously. For e-learning 
to become the preeminent teaching method, a systematic evaluation by Salomão 
Bento Nilo Pena and Arnaldo Manuel Pinto Santos identifies research themes and 
emphasizes the significance of stakeholders’ digital literacy [7]. 

Seyed Mohammadbagher Jafari et al. investigated the relationship between student 
achievement and information quality, system quality, and online learning readiness 
through system usage and user satisfaction. The results show that the most influential 
path is the impact of information quality on user satisfaction and perceived usefulness, 
while the least influential path is preparation [6]. 

In Zheng Ninghan et al.’ article, an online learning management system, 
THUOJ, is proposed, which focuses on grading programming assignments and 
customizing curriculum assessments for various programming courses. According 
to the design of potential users, the author proposes a system structure design using 
Linux+Apache+MySQL+PHP (LAMP). A simple website demo has been imple-
mented to demonstrate the use of the system and the online assessment module 
[2].
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L. Abazi-Bexheti et al. conclude that learning management systems (LMS) are 
designed for learning, but some educators believe that students may be better served 
by LMS alternatives, such as social bookmarking tools, document sharing apps, 
social networking apps, timeline tools, and media options. This article examines 
both sides of the debate and its implications for teaching [1]. 

Cansu Cigdem Aydin et al. found that using open-source software can make 
distance learning more flexible and cost-effective. Moodle is an excellent LMS 
designed to improve the quality of education and includes the tools that an online 
learning system should have [3]. 

Matjaz Kljun et al. examined what the authors think is relevant to the LMS. We 
also compared articles from different years to see if there are functional patterns 
associated with specific time periods, how the need for new features has changed 
over time, and how LMS developers have responded to this question. They also try to 
find out what the current needs are and what new features will be included in future 
versions of the LMS [4]. 

3 Software Used 

3.1 WordPress 

In this paper, the software used to create the LMS is WordPress. All the imple-
mentation of the LMS is done by using WordPress. WordPress is a free and open 
content management system (CMS). It’s a popular tool for people with no coding 
experience but who want to build websites and blogs. The software costs nothing. 
Anyone can install, use, and modify it for free, and originally WordPress was mainly 
used for creating blogs. UI/UX designers are using it to create websites. You can 
create a hobby or lifestyle blog, professional portfolio, business website, mobile 
app, membership site, and most importantly, e-commerce website. Security is a 
major concern for businesses. With the number of data breaches increasing every 
year, you want peace of mind knowing that your data (and that of your customers) 
will be protected. As long as you keep your plugins up to date and your passwords 
safe, WordPress is one of the most secure and reliable CMS platforms out there. The 
platform offers several features to secure your website, such as logging out inactive 
users and adding two-factor authentication making it simple for use to beginners. 
Also, WordPress supports all media types and it is free to use. WordPress consists of 
lots of resources and plugins which can be very useful for the creation of a website. 
This paper will discuss the plugins which were used in the creation of LMS [21]. 
WooCommerce is one of the plugins of WordPress which has made online business 
easier with the platform having unrestricted customization and built-in blogging to 
help your business grow. It includes all the transactions and payment gateways.
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Elementor is used by more than 3 million websites for using its WordPress page 
builder feature. With no technical skills, you can design stunning web pages from 
templates. 

4 Implementation 

WordPress is a well-liked content management system (CMS) for creating websites 
and blogs that is renowned for its adaptability and user-friendliness, making it a 
perfect option for people and organizations of all sizes. A helpful WordPress plugin 
for website building is Elementor. It enables users to develop their own pieces or 
utilize pre-made themes and widgets to create bespoke pages and layouts. Elementor 
has a user-friendly interface that allows users with no coding experience to easily 
create complex page designs. With Elementor, you can create custom designs for 
your LMS (Learning Management System) website without hiring a professional 
web developer. Elementor gives you full control over the design of your pages, so 
you can create a unique look that matches your brand. Overall, using WordPress with 
Elementor is a great option for building custom websites, especially for those who 
aren’t good at coding. This LMS site allows for the creation of paid and free courses, 
including various types of lectures such as audio, video, and podcasts. Moreover, 
it provides options to create different types of quizzes including True or False, Fill 
in the Blank, Multiple Choice, and Multiple Choice. Additionally, the site includes 
a teaching feature that allows individuals to teach on the platform and create their 
own courses. For each sale of their courses, the platform receives a commission. The 
website will also integrate various payment gateways to accept payments for paid 
courses. By using a page builder, website designs are not only easy to create but also 
beautiful. Moreover, the website will be optimized for mobile devices, fast, safe, 
and secure. To handle secure and efficient online transactions, the WooCommerce 
payment plugin was integrated into the LMS. This plugin supports multiple payment 
gateways, and for this particular system, the Paytm payment gateway was selected 
to ensure secure payment processing. A significant aspect of the LMS implemen-
tation was the storage of video lectures. To ensure reliability and scalability, the 
lectures were stored in an Amazon Web Services (AWS) S3 bucket. AWS S3 offers 
numerous advantages, including high durability, availability, and scalability, which 
are crucial for hosting and delivering large amounts of video content. For hosting the 
LMS website, an AWS EC2 instance was utilized. This cloud-based hosting solution 
provided the necessary distribution and scalability required for handling the antic-
ipated user traffic and resource demands of the LMS. With AWS EC2, the LMS 
can efficiently accommodate growing user bases and adapt to varying workloads. 
An essential consideration during the implementation process was the user inter-
face (UI) design. The LMS was designed to have an intuitive and user-friendly UI, 
ensuring that learners, instructors, and administrators could easily navigate through 
the system. By prioritizing user-centered design principles, the LMS aimed to opti-
mize the user experience and facilitate efficient interactions with the platform. In
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Fig. 3 Implementation of LMS 

summary, the implementation of the LMS involved leveraging the capabilities of 
WordPress, with the aid of the Elementor page builder plugin for visually appealing 
page creation. The WooCommerce payment plugin, specifically integrated with the 
Paytm payment gateway, ensured secure and seamless online transactions. AWS S3 
was utilized to store video lectures, providing advantages such as reliability and 
scalability. Hosting the LMS on an AWS EC2 instance allowed for distributed and 
scalable deployment. Finally, the user interface was carefully designed to be user-
friendly, ensuring ease of navigation and enhancing the overall learning experience 
within the LMS. Figure 3 shows the pathway of student creating an account and 
completing the course and getting the certificate. Also, it shows creating account as 
an instructor to create course. 

4.1 Selection of Domain 

For our website, we have chosen GoDaddy as the domain registrar; the domain name 
is virtualclassroomlms.co, and the validity period is 1 year. We made our pick after 
researching numerous providers, including Name.com and Namecheap, and deter-
mined that GoDaddy was the best fit for our needs. GoDaddy is a well-known and 
reputable domain registrar that provides a variety of domain registration, hosting, 
and website-building services. Their prices and plans are competitive and they offer 
reliable and efficient customer service. Furthermore, we found GoDaddy’s user inter-
face to be simple to use and to offer a unified experience for domain registration and 
management. Their domain transfer process is also simple, which could be useful if 
we decide to switch to another provider in future. Overall, we believe GoDaddy is
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the greatest alternative for our domain name needs, and that their services will assist 
us in reaching our online objectives. 

4.2 Selection of Domain 

SSL certificates are issued by LMS to ensure secure communication between clients 
and servers. Amazon Web Services (AWS) hosts the website, and AWS S3 hosts the 
database. This ensures that all courses and resources are kept and protected securely. 
Furthermore, the website provides payment choices for purchasing courses, with 
Paytm serving as a payment channel. Paytm is a trusted and secure payment gateway 
that ensures the safety and security of all online transactions. In general, this website 
was developed with security in mind and takes all essential precautions to protect 
user data and transactions. Course materials, such as videos, are securely stored in 
S3 buckets by the instructor. Videos are only accessible within the LMS and cannot 
be viewed outside of the platform, keeping course content private and confidential. 
In addition, the link to the video is not visible to the public, which increases the level 
of confidentiality. Additionally, course administrators can revoke access to courses 
as needed. This feature provides an additional layer of security and control over 
course content. Together, these features ensure that course content remains private 
and accessible only to authorized users. 

4.3 Creation of Page 

The LMS website offers users the option to log in or create an account. There are 
two accounts with different access levels: Student Login and Teacher Login. Student 
IDs allow users to access all courses offered on the platform. Users can enroll in any 
course and access all course materials and assessments. Teacher connections, on the 
other hand, allow you to create courses from scratch and subscribe to courses created 
by other teachers. Instructors can also create new courses, add course content, and 
manage course evaluations. Additionally, instructors can access a dashboard showing 
their courses, student enrollments, and course progress. By providing different levels 
of access for different types of accounts, LMS sites can ensure users have a person-
alized experience based on their role. This functionality allows the site to respond 
effectively to the needs of students and teachers.



An Open-Source Learning Management System 127

4.4 Creation of Course 

LMS has a comprehensive course page that includes multiple fields and options to 
provide students with a detailed course overview and help them make an informed 
decision about enrollment. These fields include: 

Course Name. The name of the course. 
Course Subtitle. Brief description of the course. 
Course Image. Image representing a course. 
Course Description. A detailed outline of the course, including what the student 

will learn and what the course covers. 
Instructor Information. Information about the course instructor, including name, 

biography, and credentials. 
Courses. List of course modules, sections, and courses including video lectures, 

text lectures, quizzes, and assignments. 
Course Requirements. Any prerequisites or requirements to take a course, 

including required knowledge or skills. 
Course Outcomes. Expected learning outcomes or benefits associated with 

course attendance. 
Course Ratings. Ratings and grades from other students who have taken the 

course. 
Course Price. Price of the course, including any discounts or promotions. 
Course Duration. The duration of the course, in hours or weeks. 
Course Language. The language in which the course is offered. 
Course Level. Course levels, such as Beginner, Intermediate, or Advanced. 
Course Category. The category or subject of the course, such as business, 

technology, or art. 
Course Certification. If the course provides a certificate upon completion. 
Lesson Previews. Previews of course content, such as video previews or sample 

lessons. 
LMS tries to provide a thorough and extensive overview of each course by inte-

grating these aspects, making it easier for students to evaluate a course and decide if it 
suits their needs and interests. As an instructor, you can construct a course from start, 
with various choices for customizing course content. Course image, course duration, 
and course type are all mandatory fields. A course photo is an essential element 
that represents a course and makes a first impression on potential students. Visually 
appealing high-quality images can attract more students to your courses. The duration 
of the course is another important factor that should be included in the course details. 
This information informs students of the time required to complete the program and 
helps them plan accordingly. Course categories are also necessary since they assist 
students in locating and exploring courses of interest to them. It provides an overview 
of course topics and assists students in identifying courses that meet their learning 
objectives. Course data also contains a course description, instructor information, 
course requirements, course results, course grades, course cost, course level, and 
course material. a summary of the course. These areas help students make informed
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decisions about whether they match their interests, learning goals, and expectations. 
The course description should be a detailed outline of the course content, including 
what students will learn and what the course covers. Instructor information should 
provide the instructor’s name, resume, and credentials, which helps establish the 
instructor’s authority and credibility. The course requirements should include any 
prerequisites or requirements needed to take the course, including required knowl-
edge or skills. The course outcomes should list the expected learning outcomes or 
benefits associated with course participation. Course grades should include the grades 
and grades of other students who have taken the course. Course prices should be trans-
parent and clearly communicated to prospective students, including any discounts or 
promotions available. A course level should be specified to help students determine 
which course is appropriate for their skill levels, such as Beginner, Intermediate, 
or Advanced. Course previews should be included to give students an overview of 
course content, such as video previews or sample lessons. In conclusion, as a course 
instructor, it is important to provide detailed and accurate information about a course 
in order to attract potential students and help them decide on enrollment in the 
course. By including all required and optional fields in the course details, instructors 
can ensure that their courses are clear. 

4.5 Payment Method 

In WordPress, payments are made using Woocommerce plugins, which include 
various payment gateways. In WordPress, there are multiple payment gateways are 
available for secure payment and transactions. These are PayPal, Stripe, Autho-
rize.net, Amazon Pay, Google Pay, Apple Pay, Square, 2Checkout. But in LMS, the 
payment system is implemented through the Paytm payment gateway as it is easy to 
use, user-friendly, and secure. All of the courses in our LMS use the Paytm Payment 
Gateway to ensure secure payment transactions. Users can enter their UPI ID to 
make a payment, or an automatic QR code is generated for them to scan and finish 
the transaction instead. The user must input the correct transaction ID in order to 
proceed after making the payment. The course will not be assigned to the user if 
the transaction ID is submitted incorrectly, and the transaction will be paused until 
the proper transaction ID is entered. This guarantees a simple and secure payment 
process while ensuring that only authorized users may access the courses they have 
paid for. In this paper, we set up a merchant account and use the Paytm payment 
gateway. To accept payments from customers using credit cards, debit cards, net 
banking, and UPI, we set up a customer account with Paytm as part of this process. 
As a merchant account holder, we adhere to all applicable taxes and laws and only 
use morally and legally acceptable payment methods. Scalability is one of the main 
benefits of using the Paytm payment gateway. Payment gateways can be integrated 
into our website or mobile application to simplify payments for our clients. For 
companies aiming to grow and give their clients a free payment alternative, this tool



An Open-Source Learning Management System 129

is ideal. Millions of people in India rely on Paytm as their preferred payment method 
because of its user-friendly interface and versatility with various payment methods. 

4.6 Data Storage 

The Learning Management System (LMS) uses an Amazon Web Services (AWS) S3 
bucket to securely store all course videos. These videos are uploaded by teachers and 
are automatically linked to the modules they create. This ensures learners have easy 
access to the necessary materials and can view them seamlessly in the LBS. By using 
AWS S3, we can take advantage of their free offer for up to 5 GB of storage. We 
can quickly and cheaply increase our storage capacity to meet our expanding needs 
as our website gets bigger. Additionally, AWS S3 offers top-notch security features 
to deter unauthorized access and safeguard the data of our consumers. AWS S3 
offers a dependable and scalable solution for storing and delivering course materials 
in addition to guaranteeing the security of our users’ data. Our students can relax 
knowing they have access to the most recent course material and can quickly navigate 
the LBS to find what they need. 

5 Applications 

A Learning Management System (LMS) is an application used to plan, implement, 
and evaluate the learning process. It is used in online education and most commonly 
has two elements: a server that performs basic functions, and a user interface run 
by teachers, students, and leaders. In general, learning management systems allow 
teachers to create and deliver content, monitor student engagement, and measure 
student performance. Learning management can also provide students with the ability 
to use interactive methods such as chat, video conferencing, and meetings. 

LMSs are used as a medium of learning irrespective of number of learners. The 
system can improve traditional teaching methods while saving organizations time 
and money. An effective system allows teachers and administrators to manage things 
like user registration, content, programs, user access, communication, confirma-
tion, and notification. Supported by the US Department of Defense, the Advanced 
Learning Team developed a special system called SCORM (Shareable Content Object 
Reference Model) to support training management design.
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6 Future Scope 

Multi-Channel Learning Style, in future, many young tech-savvy learners will 
continue their learning process and prefer small modules that they can complete 
and learn easily. The number of people learning through video and audio available 
online will increase. Administrators will find that the content library will be used 
more to meet acute learning needs that are more akin to on-the-job training than tradi-
tional instructor-led training. This year, good reporting will ultimately help shape 
the culture within the organization to characterize lifelong learning. AI in Learning: 
AI plays an important role in all aspects of our lives. Whether it’s a virtual assistant 
giving you weather information or any news, artificial intelligence will be more inte-
grated into our lives than we think. AI will personalize and correlate learning with 
insights based on user behavior, data, and other preferences [8]. AI will transform 
enterprise learning with its incredible ability to automate and personalize learning 
to revolutionize the way students learn. An AI-powered LMS will not only provide 
a personalized learning environment with content but also improve the quality of 
courses [22]. How Moodle Analytics helps promote student engagement Adaptive 
learning will help adult learners: Adult learners often have their own specific needs 
and are more skilled and experienced. Adaptive learning will have a major impact on 
how learners enroll in courses and how they use them at appropriate times, learning 
paths, and interests [3]. Since adult education courses have specific goals, adaptive 
learning in the LMS can help them achieve the main goals easily. Higher education 
and corporate training programs can now view them as individuals from diverse 
backgrounds, with expertise and real-world experience, and must respond to their 
real needs. LMSs will focus more on user engagement and experience new LMSs 
will focus more on learner engagement and experience rather than just messaging. 
Traditional LMSs need to improve their functionality in order to stay competitive 
in the market. The future of the LMS will also see more engaging features such as 
personalized learning, social learning, gamification, and personalized coaching and 
support [23]. 

7 Conclusion 

We created a learning management system with the necessary functionality, similar 
to other LMSs. The platform is intended to provide users with a seamless learning 
experience by offering a wide range of courses taught by instructors from various 
backgrounds. Our learning management system offers a straightforward and user-
friendly interface that allows users to navigate and locate relevant courses. In order 
to improve the learning experience and motivate students to keep studying, we have 
also incorporated elements like course evaluations, quizzes, and certifications. Addi-
tionally, we have protected our consumers’ privacy and safety by making sure that 
both their personal data and financial transactions are secure. With features like voice
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support and permissions, we’ve made sure that individuals of different backgrounds 
may use our platform. Overall, our learning management system offers a reasonably 
priced environment for workers to learn and develop. We think that our system will 
advance education and aid in the objectives of pupils. 
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of Seven-Level Reduced Switch Count 
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Applications 
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Abstract This article introduces a novel workup of a multilevel inverter which can 
be used for electric vehicles. This multilevel inverter is implemented with seven 
number of power switches and two asymmetrical sources. The most common modu-
lation technique used in multilevel inverters is pulse width modulation and sinu-
soidal pulse width modulation is used in this multilevel inverter to eliminate harmful 
low-order harmonics. In this multilevel inverter, seven switches are used to get the 
desired output voltage and current waveforms at seven levels. In conventional multi-
level inverters, more number of power components are used to obtain seven-level 
output waveform, which increases harmonic distortion as well as switching losses 
and cost. This usage of seven switches in the proposed inverter significantly mini-
mizes switching costs, low-order harmonics, and switching losses, thereby reducing 
total harmonic distortions. 

Keywords Total Harmonic Distortion (THD) · Pulse Width Modulation (PWM) ·
Direct Current (DC) · Multilevel Inverter (MLI)
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1 Introduction 

Rodriguez et al. [1]. presented that Multilevel Inverters (MLI) are now widely used 
in a variety of power applications including electric vehicles, photovoltaic systems, 
small power loads, and grid-integrated systems as given by Ravanan et al. [2] and 
Manjrekar et al. [3]. It is more appealing due to its extremely low harmonic distortion, 
small installation footprint, lack of filters, low number of drivers, decreased voltage 
stress, and switching losses as given by Rodriguez et al. [4] and Poorfakhraei [5]. Peng 
et al. [6],  Tolbert et al.  [7],  Tolbert et al.  [8], and Corzine et al. [9] proposed low-power 
applications, a brand-new multilayer inverter with single DC source is offered. MLI is 
broadly categorized into flying capacitor, neutral point clamped (NPC), and cascaded 
H Bridge topologies. Recently, cascaded multilayer inverters have been used in hybrid 
systems. The output voltage produced by the suggested inverter is eight times greater 
than the input voltage, examining different MLI configurations in terms of switching 
device count and modulation methods as given by Fracchia et al. [10]. There are 
numerous topologies available to build stepped voltages with higher levels and fewer 
power elements. It has been noted that as the voltage levels increase, the harmonic 
content exists in the load voltage and current waveforms decreases as mentioned 
in Corzine et al. [11] and Peng [12]. The overall harmonic distortion for resistive 
and resist-inductive loads is examined for the proposed inverter. Majumdar et al. 
[13], Barzegarkhoo et al. [14] and Zhao [15] proposed several equal and unequal DC 
sources hybrid MLI topologies were created using different counts of power elements, 
used in the inverter circuits are diodes and capacitors. Moreover, an analysis of the 
total standing voltages and THD generation of all setups is done. All topologies have 
a few flaws, including switch count, voltage imbalance, and number of DC sources 
as given by Patel and Hoft [16]. Dhanamjayulu et al. [17] proposed a reduced switch 
count structure and it was analyzed for several PWM techniques. Two new MLI 
structures have been designed by Meraj et al. [18] and it was connected to the PV 
system. Hamidi et al. [19] proposed a MLI structure with less number of power 
switches and produced nine levels of output. Das et al. [20] proposed a 3-level active 
NPC-MLI for electric traction drive applications. A symmetrical and asymmetrical 
reduced switch count multilevel inverter is proposed by Sivamani and Mohan [21]. 

The proposed configuration involves only seven numbers of power components 
to produce seven levels in the output voltage or current. Moreover, a method is 
proposed to calculate the required DC voltage source with magnitude to generate all 
levels of output voltages. This structure uses sinusoidal PWM technique where total 
harmonic distortion is significantly reduced by seven levels. It reduces price, weight, 
and complexity while delivering exceptional output voltage with low THD, suitable 
for EVs.
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2 Cascaded H-bridge Multilevel Inverter 

Figure 1 depicts the configuration of existing MLIs. Each cell requires a separate 
symmetrical voltage source (A1, A2, A3) connected in series to create more levels. 
The first configuration contains 12 number of power components that generate seven 
levels of output voltage or current. There are three H-bridges involved in this structure, 
it was proposed by Rodriguez et al.. Peng presented a configuration that requires ten 
components to produce the same seven-stage output. In this configuration, there are 
three cells, each cell has one DC source and two power switches, giving a multi-stage 
unidirectional output. To produce positive and negative half-cycle waveforms in the 
output H-bridge circuit is used before connecting to the load [12]. The major problem 
of these cascaded MLIs are usage of more power switches. The “S” DC sources and 
the related output levels can be obtained by using this equation: 

Nlevel = 2S + 1 (1)  

Fig. 1 Topology of 
a Cascaded H-bridge MLI. 
b New Cascaded MLI

(a) 

(b) 
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Fig. 2 Proposed multilevel 
inverter 

3 Cascaded H-bridge Multilevel Inverter 

The assembly of the proposed MLI is shown in Fig. 2. There are two single-ended 
voltage sources which are connected to seven number of switches. Three power 
switches are in the circuit producing a DC seven-level output and the other four are 
for producing an AC output waveform. From this diagram, when S1 and S2 are turned 
on, the load voltage is + 1Vdc, and when S3 alone is turned on, it produces +2Vdc. 
To acquire +3Vdc, switches S1 and S3 are turned on. Figure 3 shows the mode of 
operation proposed, multi-level inverter to produce a positive half-cycle and Fig. 4 
shows the operation of a multi-level inverter producing a negative half-cycle. Table 1 
shows the suggested multi-level inverter operation. The major merit of this structure 
is to obtain seven levels with seven power switches and two DC sources. The “S” 
DC sources and the associated output levels can be obtained by equation 

Nlevel = 2S+1 − 1 (2)  

For example, if S = 2, the output waveform has seven levels ((±3, ± 2, ± 1, and 0).

4 PWM for Harmonics Reduction 

The PWM method is most widely utilized to eliminate destructive low-order 
harmonics in MLIs [15]. In PWM control, devices are put on and off continuously 
for positive and negative half-cycles, the output is varied by varying the pulse widths 
[14]. Sinusoidal PWM is a widely used control technique in inverter circuits. It has 
merits such as lower switching losses, fewer harmonics in the output voltage, and it 
is a simple method of contrivance. The sinusoidal PWM is calculated by constant 
magnitude pulses with various values of duty cycle for each cycle. The harmonics 
content is reduced by this PWM method and also output voltages are varied by this
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Fig. 3 Operation of proposed seven-level MLI for producing positive half-cycle 

Fig. 4 Operation of proposed seven-level MLI for producing negative half-cycle
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Table 1 Switching pattern of proposed multilevel inverter 

S. no. Mode S1 S2 S3 S4 S6 S5 S7 Output Voltage (V) 

1 Positive half cycle I 0 1 0 1 0 1 0 0 V  

2 II 1 1 0 1 0 1 0 1Vdc 

3 III 0 0 1 1 0 1 0 2Vdc 

4 IV 1 0 1 1 0 1 0 1Vdc+2Vdc 

5 V 1 0 1 1 0 1 0 1Vdc+2Vdc 

6 VI 0 0 1 1 0 1 0 2Vdc 

7 VII 1 1 0 1 0 1 0 1Vdc 

8 VIII 0 1 0 1 0 1 0 0 V  

9 Negative half cycle XIV 0 1 0 0 1 0 1 0 V  

10 XV 1 1 0 0 1 0 1 1Vdc 

11 XVI 0 0 1 0 1 0 1 2Vdc 

12 XVII 1 0 1 0 1 0 1 1Vdc+2Vdc 

13 XVIII 1 0 1 0 1 0 1 1Vdc+2Vdc 

14 XIX 0 0 1 0 1 0 1 2Vdc 

15 XX 1 1 0 0 1 0 1 1Vdc 

16 XXI 0 1 0 0 1 0 1 0 V

method. Sinusoidal PWM is the most widely utilized method in inverter-fed electric 
drive-controlled applications [14, 15]. The performance of the proposed multistage 
inverter at the required output with amplitude and reduced harmonic content, an 
SPWM is programmed and used to obtain the required switching angles. It has 
been shown that to control the output voltage and remove “n” harmonics, the “n 
+ 1” equation is meticulous. The techniques of removing lower order harmonics 
are presented for the seven-level inverter. Solutions for three different angles were 
obtained. Extend the Fourier series of the output voltage using a frequency conversion 
scheme as follows: 

Vo(ωt) = 
∞∑

n=1,3,5 

4Vdc 

nπ 
(cos(nθ1)) + cos(nθ2) +  · · ·  +  cos(nθM ))sin(nωt) (3) 

where “M” is the switching angles required for the seven-level. Ideally, for a given 
voltage V1, it is necessary to get the switching angles θ1, θ2, …,  θK so that output 
Vo(ω t) = V1sin(ω t) and a specific higher harmonics of Vn(n ω t) are zero. The 
switching angles can be solved using the following equations: 

cos(θ1) + cos(θ2) + cos(θ3) + cos(θ4) + cos(θ5) + cos(θ6) = m 

cos(5θ1) + cos(5θ2) + cos(5θ3) + cos(5θ4) + cos(5θ5) + cos(5θ6) = 0
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cos(7θ1) + cos(7θ2) + cos(7θ3) + cos(7θ4) + cos(7θ5) + cos(7θ6) = 0 (4)  

where modulation index, m = V1 

( 4Vdc  
π ) 

θ1 = 6.57°, θ2= 18.94°, θ3= 27.18° this indicates that power switches are put 
to use in the positive half-cycle for +1Vdc at 6.57°, +2Vdc at 18.94°, +3Vdc at 
27.18°, similarly in the negative half-cycle to—Vdc at 186.57°, −2Vdc at 198.94°, 
and −3Vdc at 207.18. The output of the seven-level inverter will not contain the 5th, 
7th-, and 11th-order harmonics. Newton–Raphson method with iteration is used to 
solve the set of nonlinear equations[11]. Unlike the iterative method, the approach at 
present is created on solving polynomial equations using resultant theory yielding all 
possible solutions[12]. The transcendental equation that characterizes the harmonic 
components can be changed into a polynomial equation. The resulting technique is 
then used to compute solutions as they exist. These solution sets need to be checked 
for their respective THD to select the solution set that produces the lowest order 
harmonics (mainly due to the 5th, 7th, and 11th harmonics). THD is calculated as a 
percentage determined by 

T H  D% = 

/
V 2 3 + V 2 5 + V 2 7 +  · · ·  +  V 2 19 

V 2 1 

× 100 (5) 

5 Results and Discussions 

The performance of the proposed seven-level inverter is verified through MAT Lab 
simulation for resistive load. The total single-phase peak voltage is 210 V for seven 
levels. Figure 5 shows the switching schemes for switches S1, S2, and S3, and 
similarly, Fig. 6 shows the switches pulses of switches S4, S5, S6, and S7.

Figure 7 shows the output voltage waveform for seven levels. This figure clearly 
shows that the output is a stepped seven-level waveform that looks almost sinusoidal. 
From the output voltage waveform, any filter arrangement is not needed to smoothen 
the waveform further.

According to Fig. 8, the THD value of a seven-level inverter is 10.30%. When 
compared to the other two conventional inverters listed in Table 2, the total harmonics 
distortion is reduced.

Simulation results are validated by hardware setup. MOSFETs are used as 
switching devices in a prototype of 210 V, single-phase, seven-level suggested archi-
tecture. The inverter is made up of seven MOSFET switches. IRF840 MOSFETs are 
employed in the hardware setup. The gate signal for inverter switches is generated
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Fig. 5 Switching pulses of S1, S2, and S3 

Fig. 6 Switching pulses of S4, S5, S6, and S7

Fig. 7 Single-phase output voltage waveform for seven levels



Design and Implementation of Seven-Level Reduced Switch Count … 141

Fig. 8 FFT analysis of proposed MLI 

Table 2 Performance comparison of conventional and proposed MLI 

S. no. Structure THD (%) Switches needed 

1 Cascaded H-Bridge MLI 12.39 12 

2 New Cascaded MLI 11.34 10 

3 Proposed MLI 10.30 7

by Ardiuno micro controller. In the input side of the proposed seven-level inverter, 
two asymmetric DC sources, 140 V and 70 V, are deployed. The suggested inverter 
outputs are verified by a resistive load (3 K-50w) and Resistive–Inductive (RL) load. 
Figure 9 shows the hardware output voltage for RL load. From the above figure, it 
clearly depicts that the output voltage waveform is almost sinusoidal in nature. So, it 
can be easily utilized to drive a motor of electric vehicle. From this analysis, we find 
as the number of levels increases, the harmonics and THD will decrease. Table 2 a 
comparison of THD and number of switches used for seven levels of existing and 
recommended multistage inverters is shown. Figure 10 shows a comparison of the 
THDs of different multi-level inverters. From the analysis, cascaded MLI needs 12 
switches to produce 7 levels with THD of 12.39%. New cascaded MLI requires 10 
switches to produce same seven levels with THD of 11.34%. The proposed topology 
needs only seven switches and also produces less THD of 10.30% for producing 
seven levels.
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Fig. 9 Experimental output voltage and current waveform for R load 

Fig. 10 Comparison of 
THD of different MLIs 
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6 Conclusion 

This article presented a novel multi-level inverter with decreased power components. 
This multi-level inverter’s circuit and its operations have been conversed. The method 
for calculation of the needed level of output with respect to the power switches 
required is also discussed. In the classical structure, when the number of output 
levels increasse, the number of power components also increases. Due to the use 
of more power switches, harmonics, switch losses, costs, and THD increase. The 
proposed structure considerably reduces the power semiconductor switches to seven 
for seven-level output and total harmonics distortion is also less than 10.30% for 
seven levels. Due to the reduced number of devices, the overall complexity and cost 
of multi-level inverters are also reduced. Hence, this proposed structure produces 
a sinusoidal current waveform for RL load which is the most suitable for electric 
vehicle applications.
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Ultrasound Image Classification 
and Follicle Segmentation 
for the Diagnosis of Polycystic Ovary 
Syndrome 

Jojo James , Sabeen Govind , and Jijo Francis 

Abstract PCOS is a prevalent hormonal disorder that impacts women in the repro-
ductive age bracket. Timely and accurate diagnosis of PCOS is crucial for the proper 
treatment. To diagnose the presence of PCOS, ultrasound images of the ovaries 
are widely used by the physicians. Automated detection of PCOS shall reduce the 
risk of making errors. This study seeks to propose a machine learning classifica-
tion technique for PCOS detection and to mark the cysts on the ovary using image 
segmentation. Convolution Neural Network (CNN) architectures such as Inception 
V3, VGG16, and ResNet are used for classifying images. The model is trained 
over 781 ovary ultrasound images to distinguish between PCOS and non-PCOS 
cases. Among the three models used VGG16 model comes with better accuracy. The 
results of this study show that this approach is effective in detecting PCOS with high 
accuracy. 

Keywords Polycystic ovary syndrome · Follicle · Classification · Segmentation ·
Annotation · Ultrasound images 

1 Introduction 

Polycystic Ovary Syndrome (PCOS) is a disorder that affects many women in their 
reproductive age; i.e., this can occur at any stage between menarche and menopause 
[1]. PCOS can lead to the formation of multiple cysts in the ovaries [2]. Eventu-
ally, PCOS can possibly lead to many other health issues: cardiovascular diseases 
[3], pregnancy complications [4], infertility [5], hormonal imbalance, etc. Obesity, 
lifestyle, genetics, and neuroendocrine are instrumental in the existence of PCOD
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[6]. Early and accurate diagnosis of PCOS is essential for proper management and 
treatment. However, traditional diagnostic methods such as clinical examination and 
blood tests can be time-consuming and often inconclusive. 

The diagnosis of PCOS is usually made through clinical examination and the 
measurement of hormone levels. However, the physicians also commonly use ultra-
sound images of the ovaries of the patients to find out the presence of follicular cysts 
to diagnose the existence of PCOS [7]. Ultrasound images provide direct visual 
evidence of the presence of cysts in the ovaries and can help in the early detection 
of PCOS. 

In recent years, there has been growing interest in using computer-aided methods 
for the analysis of ultrasound images for the diagnosis of PCOS. These methods can 
automate the process of image analysis, reduce the need for human intervention, and 
increase the accuracy of diagnosis. 

2 Literature Review 

There have been several studies and works related to PCOS detection using ultrasound 
images: 

Rachana et al. [8] described how we can detect the PCOS using follicle recogni-
tion. The intention was to diagnose PCOS at beginning stage by decreasing the time 
taken to find the follicles and the size of the same. The established model could give 
the accuracy which is greater than 97%. KNN classifier gave this accuracy. They 
found that the time taken to diagnose PCOS and the accuracy of the model could be 
improved. 

In 2021, Gopikrishnan et al. [9], has done a study to detect PCOS using ultrasound 
images. They used the classification system using supervised machine learning algo-
rithms to classify the images into affected and unaffected ones. They made use of a 
Gaussian filter to do the pre-processing, proceeding to image segmentation and PCOS 
classification. As a result of the study, they have put forward a computer-aided auto-
mated system to diagnose PCOS. They claim an accuracy of 93.82% using a support 
vector machine. 

Kiruthika et al. [10] have also done a study to detect the ovaries with PCOS by 
ultrasound images. They used the artificial neural network to develop this automated 
ovarian classification system. This was a system to help the physician to measure the 
follicle. This system claimed an accuracy of 96%. 

So, there is evidence to support the use of ultrasound images in the prediction 
of PCOS. Studies have shown that ultrasound imaging can accurately detect the 
presence of multiple cysts in the ovaries. Machine learning techniques have shown 
promising results in improving the accuracy of PCOS prediction, and further research 
in this area may lead to more efficient and effective diagnostic tools. 

However, it should be noted that ultrasound imaging is not a definitive diagnostic 
tool for PCOS and should be combined with other clinical and laboratory findings to
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confirm the diagnosis [11]. Other factors such as age, body mass index (BMI), and 
hormonal imbalances can also affect the interpretation of ultrasound images [12]. 

3 Methodology 

In this study the PCOS and non—PCOS ovaries are classified using Convolution 
Neural Network (CNN) architecture. Ultrasound images of the ovaries are given as 
input to check whether the images indicate PCOS. The stages involved in this study 
are depicted in Fig. 1 and briefly discussed below: 

In the data acquisition and pre-processing step, the images are obtained and 
prepared for the process by normalizing and transforming to be suitable for training 
the model. Data augmentation increases the size of the training set by creating new 
images from the existing ones, for example by rotating, flipping, or zooming in on 
the images. 

In the model definition and training step, the architecture of the model is defined 
and trained it on the augmented data. The objective of training is to find the best set 
of weights for the model so that it accurately classifies the images into infected or 
non-infected categories. 

In the classification step, the trained model is used to make predictions on new, 
unseen images. The output of this step is the class prediction for each image, indi-
cating whether it’s infected or non-infected. Then the model evaluation is done to 
assess the performance of the models and identify any potential issues or areas for 
improvement. 

The annotation step is performed after the classification step. If the image is clas-
sified as infected, the follicles are then annotated to provide additional information

Fig. 1 Block diagram 
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for the image segmentation step. This step could be useful for medical analysis and 
understanding the progression of the infection. 

Here are the steps involved in analyzing ultrasound images of ovaries for the 
purpose of diagnosing polycystic ovary syndrome in this study: 

1. Load dataset of ultrasound images of ovaries 
2. Split dataset into train, validation, and test sets 
3. Pre-process data 

a. Rescale pixel values to be between 0 and 1 
b. Apply data augmentation techniques (e.g., rotation, shear, zoom) 

4. Define a CNN model for classifying images into infected or non-infected of 
PCOS 

5. Train CNN model on train set 

a. Set number of epochs 
b. Define optimizer (e.g., Adam) 
c. Define loss function (e.g., categorical cross-entropy) 
d. Monitor validation loss and accuracy 

6. Evaluate trained CNN model on test set 

a. Report test loss and accuracy 

7. For infected images, define a segmentation model to highlight follicles on the 
image 

8. Apply segmentation model to infected images in the test set 

a. Visualize highlighted follicles 

9. Save trained models for future use 

3.1 Image Acquisition and Pre-Processing 

The ultrasound images of the ovaries are used as the input here. The dataset, which 
is entitled “PCOS Detection using Ultrasound Images”, is taken from Kaggle [13]. 
This dataset contains 781 ultrasonic images of ovaries that are infected and 1143 
images that are non-infected with PCOS. 

Neural networks are designed to work with numerical data, and having a consistent 
range of values for the input data is important for good performance. So rescaling is 
implemented here to bring the pixel values in the range [0, 1].
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3.2 Deep Learning Technique 

After having done the above stages, a deep learning technique with CNN is 
performed. Three pre-trained models in the CNN are used in this study: Incep-
tionV3, VGG16, and ResNet. A convolutional neural network (CNN) is composed 
of multiple layers that perform different tasks in processing the input image data. 
The following are the steps involved in the process of each layer in a CNN: [14, 15]. 

1. Convolution Layer: The convolution layer performs a dot product between the 
filters and small regions of the input image. The filters are trained to detect 
specific features of the input image. This step produces a set of feature maps that 
capture different aspects of the input image. 

2. Pooling Layer: The pooling layer reduces the spatial size of the feature maps 
produced by the convolution layer, by taking the maximum or average of the 
values in a given region. This step helps to reduce the computational cost and 
helps to handle overfitting. 

3. Fully Connected Layer: The fully connected layer takes the output of the previous 
layer and performs a dot product with a set of weights. The output of this layer 
is a set of values representing the predicted class of the input image. 

In this study, a binary classification task was tackled using a Convolutional Neural 
Network (CNN) model. The model was trained using the “binary cross-entropy” loss 
function and “Adam” optimizer [16], with the accuracy of each classifier per epoch 
being the primary evaluation metric. The deep learning approach was trained for 30 
epochs using the input images and was capable of providing a categorization output. 
The internal neural network within the model was designed to automatically extract 
relevant features from the input images for effective classification. 

3.3 Performance Analysis 

The effectiveness of the predictive models was determined using various performance 
metrics, such as accuracy, precision, and recall on the test data [17]. 

Accuracy = TP + T N  

TP + FN  + TN + FP  
(1) 

Precision = TP 

FP  + TP (2) 

Recall = TP 

FP  + TP (3) 

where
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TP (True Positive): A true positive is an instance where the model correctly 
classifies an image as infected and the ground truth label for that image is also 
infected. 

TN (True Negative): A true negative is an instance where the model correctly 
classifies an image as non-infected and the ground truth label for that image is also 
non-infected. 

FP (False Positive): A false positive is an instance where the model classifies an 
image as infected, but the ground truth label for that image is actually non-infected. 

FN (False Negative): A false negative is an instance where the model classifies an 
image as non-infected, but the ground truth label for that image is actually infected. 

3.3.1 Annotating 

Annotating follicles on the ultrasound images of the ovaries is the process of manually 
marking the location and size of each follicle in each image. The process of annotating 
[18] follicles can be time-consuming and requires a high degree of expertise, but it 
is critical for training machine learning models to accurately detect follicles [19]. 

Here, VGG Image Annotator is used to annotate the follicle on the image. 
The annotations will be saved in a CSV file, which will then be used to generate 
masks for the infected images. These masks will highlight the regions of the image 
corresponding to the follicles, which can then be visualized and used for further 
analysis. 

Here’s a detailed process for annotating ultrasound images using the VGG Image 
Annotator (VIA) and generating masks to highlight the follicles: 

1. Install the VGG Image Annotator (VIA) software and launch it. 
2. Import the ultrasound images into VIA. 
3. Annotate each image by drawing a polygon around each follicle in the image. 
4. Export the annotations as a CSV file. 

5. Write a Python script to convert the CSV annotations into binary masks for each 
follicle as in Fig. 2.

6. Load the ultrasound images and their corresponding masks into the segmentation 
model. 

7. Use the segmentation model to generate highlighted masks that emphasize the 
follicles. 

8. Overlay the highlighted masks on the original ultrasound images to visualize the 
highlighted follicles. 

9. Save the highlighted images for future use. 

This study involves the development of a user-friendly front-end interface for 
the detection of PCOS in ultrasound images. The interface allows users to upload 
ultrasound images and get a prediction on whether the image is infected or not. If the 
image is infected, the front-end also incorporates a segmentation model to highlight 
the follicles on the ovarian ultrasound image.
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Fig. 2 Masking of the ovary images

4 Results and Discussions 

4.1 Classification 

The classification of the ultrasound images of the ovaries has been performed on the 
dataset with great accuracy. Table 1 and the training and validation loss curves in 
Fig. 3 show the result.

The blue line represents the training loss, which measures how well the model is 
fitting the training data. As the model learns and adjusts its parameters, the training 
loss should decrease over time. The orange line represents the validation loss, which 
measures how well the model is generalizing to new, unseen data. During training, a 
small portion of the data is held back as a validation set, and the model’s performance
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Table 1 Accuracy of the 
models Models Accuracy 

InceptionV3 0.9870 

VGG16 0.9967 

ResNet 0.9792 

Fig. 3 Training and 
validation loss

on this set is evaluated periodically. The validation loss should ideally decrease during 
the initial epochs. The loss values on the y-axis represent the error or cost of the 
model’s predictions. Lower values indicate better performance. By monitoring the 
loss curves during training, you can get an idea of how well the model is learning 
and whether it is overfitting or underfitting the data. 

4.2 Segmentation 

The infected ovary images are further undergone image segmentation to identify the 
follicles on the ovaries as given in Fig. 4. The loss curve is also given in Fig. 5.

5 Conclusions and Future Perspectives 

Recent advances in computer vision and machine learning have made it possible to 
use ultrasound images for automated PCOS detection [20]. In this study, a classifica-
tion on the ultrasound image is done to differentiate images whether they are infected 
of PCOS or not. If the ovary is found infected, then image segmentation is done on
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Fig. 4 Follicles on the ovaries—predicted 

Fig. 5 Training and 
validation loss curves

the image to highlight the follicles. Highlighting follicles is important for further 
clinical evaluations. The result shows high accuracy on the test data. In the future, 
an extension of the study could be made to find the size of the follicles to diagnose 
the PCOS more effectively and accurately. To implement it in the real-time scenario, 
the machine needs to study more diverse images of the ovary to put forward more 
accurate result.
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Twitter Data Analysis Using BERT 
and Graph-Based Convolution Neural 
Network 

Anusha Danday and T. Satyanarayana Murthy 

Abstract Twitter Data Analysis in Social media plays an essential role in spread-
ing information during disasters and needy situations. May it be for seeking help or 
sharing and updating the seriousness of the situation or communicating the status or 
response to the public in need, social media plays a major role in case of emergencies. 
This research focuses on generating word embedding vectors using DistillBERT and 
generating a similarity matrix to construct the Graph-based Convolution Network 
model to classify text sequences and to analyse the performance of the DistillBERT 
with GCN model in Text classification. To implement this, contextual word embed-
dings are introduced for generating word vectors. The contextual word embeddings 
and the concept of graph neural networks has gained importance in capturing con-
textual relationship among the text to improve the performance of classification. 
This semi supervised model is used to detect and classify the need and availabil-
ity of resource tweets with an accuracy of 96% as compared with state-of-the-art 
approaches. 

Keywords Tweets · Neural network · Disaster · Classification · Graph 
convolution network 

1 Introduction 

Social media plays an essential role in exchanging information during calamities, as 
it allows users to share and contribute to the monitoring of conditions by reporting 
incidents related to disaster events. On the other hand, the voluminous and noisy 
data generated in social media creates hardships in crisis management by limiting 
the availability of information from social media. Different organizations need to 
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extract diverse information from tweets to enhance disaster management operations. 
However, the challenges lie in loc tweets from other information like damages [ 1, 2, 
4, 5] incurred, opinions, and sympathetic responses, designing suitable features for 
discerning and identifying specific classes is a tough task to perform, differentiating 
the disaster-related tweets from non-disaster tweets, and also with scarce labels. The 
classification of disaster-related tweets has a huge importance in terms of research. 
In-depth investigations have been carried out in this domain and the efficiency of 
established algorithms is analysed; the introduction of graph concepts has proved a 
major change in the performance of algorithms. With the advent of robust approaches 
like attention mechanism and the availability of pre-trained models, text classification 
has become one of the interesting and challenging domains of research in NLP. The 
use of contextual embedding techniques has its own potential advantages of predict-
ing the text based on context. Hence, they have proven improved performance in text 
classification applications. Similarly, Graph-based learning has achieved remarkable 
success in different domains. This attention and progress are owing to advances in 
computational power, model design flexibility, and newly researched training meth-
ods. Social media plays a crucial role as a medium for disseminating news and infor-
mation during crises. It is critical to obtain as much information as possible regarding 
the damage, impact, and requirements. Knowing what people need and what is going 
on in the impacted area allows the government, disaster management authorities, and 
humanitarian actors to act and respond more effectively [ 6]. As the crisis unfolds, 
affected people share vital information on Twitter on real-time basis, this if handled 
quickly and properly can be used for monitoring and other quick salvage operations 
[ 11]. Every activity in crisis management, such as monitoring evacuation plans and 
conducting rescue missions, necessitates precise and up-to-date information in order 
to provide an early, prompt, and economical response that minimizes the potential 
for loss of life and property. Obtaining data from many regions of a crisis-stricken 
area at the right moment is a difficult and time-consuming operation. People can now 
communicate information in real time; thanks to the wider spectrum and global reach 
of social media. Natural catastrophes frequently impede routine communication due 
to damaged infrastructure, resulting in data loss. Individuals use social networks to 
seek immediate help for shelter, food, and transportation and to get in touch with 
others both inside and beyond the catastrophe zone. As a result, the massive flow 
of information across social media can help in more efficiently addressing relief, 
contributions, and rehabilitation during a natural disaster. Though the use of social 
media appears enticing, the majority of the programme still lacks capabilities and 
are unusable [ 7]. 

2 Related Work 

This section explores prior investigations in the context of classification of dis-
aster tweets, and the performance of fundamental Machine Learning algorithms 
to advanced Deep Learning algorithms is discussed. A collection of traditional
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methods [ 9] is presented based on the information to detect the medical resource 
tweets during an emergency. Majority Voting is considered for the ensemble meth-
ods. The performance has been far better than the traditional algorithms on various 
parameters. It also combines this method’s performance over Bag of Words. The 
performance of accuracy (82.4%)—this analysis is restricted only to the Nepal and 
Italy earthquake datasets owing to the lack of labelled data. A model to identify NAR 
tweets [ 10, 11] at the time of crisis. They suggest that the layering of a CNN with 
conventional classifiers (based on features) is effective for identifying informative 
tweets. The authors recommend that the combination of Convolutional Neural Net-
works, KNN and SVM with specific features of domain exceeded the performance of 
diverse assemblages. This suggested model performs better than earlier methods on 
Nepal and Italy earthquake datasets. Le et al. proposed a comparison analysis of basic 
ML models with pretrained model, BERT. They underlined that any DL algorithm, 
LSTM or CNN with LSTM or a Convolutional Neural Networks (CNN), learns from 
onehot encoding vectors of text. If onehot embedded its vector length equals to the 
word size, then this technique has dimensionality issues. A solution to this is to rep-
resent input as a lowdimensional space vector. This is implemented using many types 
of embedding techniques TF_IDF and Count Vector are considered for word repre-
sentation and BERT architecture is used for implementing customized classification 
task. Disaster Tweets dataset from the Kaggle repository is considered for this analy-
sis. This paper substantiates that BERT (by tuning its parameters) is very constructive 
in classifying text [ 12– 15]. This paper investigates the performance of a text classifi-
cation algorithm that uses TFIDF Vectorizer, and a linear classification algorithm for 
a vector machine. The model predicts if a tweet is for a real emergency or not using a 
binary classifier. The BERT layer is followed by a dropout layer and then by a dense 
layer. This study highlights the performance of BERT as a Text Classifier. In this 
paper, the authors through their work, emphasize on the significance of data process-
ing. This paper throws light on the importance of the information split affecting the 
efficiency of the classifier. They have used crisis_NLP and crisis_LexT26 datasets to 
make imbalanced and balanced datasets. Applied various information pre-processing 
methods to enhance the efficiency of the classifier and further equate the performance 
of models (BERT, Default BERT, BERT with NonLinear Layer, BERT with Long-
Short Term Memory, and BERT with Convolutional Neural Network) on imbalanced 
and balanced datasets. They concluded that the elimination of unessential data can 
lead to enhanced classifications. The models give better performance with balanced 
dataset. (Ma, n.d.) In this study, the authors have presented a comparison analysis 
on performance of the default BERT architecture and other custom-based BERT 
architectures with the default BiLSTM for classification [ 16– 29]. Glove is used for 
embedding text into numerical vectors. The dataset used for the analysis is m Cri-
sisLexT6 Hurricane Sandy dataset and n Crisis_NLP. The bidirectional LSTM with 
Twitter embeddings is set as the baseline and several BERT-based models (base-
line BERT, BERT with Nonlinearity, BERT with LSTM, and BERT with CNN) are 
developed and they outperform the baseline performance [ 16]. This paper highlights 
the comparison of word embeddings using CNN and BiLSTM as encoders for text 
classification. This article explains the implementation of the proposed methodology
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used for this study. This article is structured as follows. It starts with the introduc-
tion, which explains the overview of the execution, which is followed by the dataset 
and training specifications. Next to that, the implementation is detailed and finally 
the evaluation metrics used are presented. The datasets used, and the challenges are 
elucidated. The performance evaluation metrics used are F1-Score, Accuracy, Preci-
sion, Recall, and AUCROC curve. It focuses on contextual embeddings and BERT. 
Word frequency, Tf-Idf, N-grams, and other high-dimensional, sparse representa-
tions ignores sequence along with contextual relationship of the words. Embedding, 
on the other hand, converts varied length text into dense vector representations, over-
coming problems such as the curse of dimensionality and failure to capture semantic 
and syntactic information in representations. Furthermore, embeddings are learned 
unsupervised, capturing knowledge in vast unlabeled corpora and transferring that 
knowledge to subsequent tasks with labelled datasets. As a result, embedding maps 
have become an inevitable text representation option. ELMo and BERT are frequent 
models that build contextual vector representations of a token. These representations 
aim to train these models over enormous amounts of text data. In downstream tasks, 
ELMo representations are employed as input features, but BERT can be used in 
two approaches, namely feature-based and finetuning. The final hidden state vectors 
of BERT are utilized as input features in the featurebased method, whereas in the 
finetuning method, task specific layers are placed on top of BERT and the entire 
model is trained using task specific labelled data [ 8]. BERT employs Encoder, which 
was introduced in the Transformer design, because it is an attention-based architec-
ture (contains Encoder and Decoder). The Encoder output in BERT is generated by 
stacking N encoders together. Distinct encoding blocks look for different correla-
tions between tokens and encode them in their output [ 3]. BERT employs a novel 
strategy to use bidirectionality by pretraining on “masked language model” and “next 
sentence prediction”. (Masked Language Model) is a model that forces the model 
to anticipate masked tokens. Based on the context provided by words that aren’t 
masked in the sequence, the model attempts to estimate the right value of masked 
words. To forecast output words, three steps are necessary. First, a classification layer 
must be built on top of an encoder layer. Second, multiply the embedding matrices 
by the output vectors to convert them to the vocabulary’s dimension. Finally, using 
SoftMax, calculate the likelihood of each word in the dictionary. 

3 Proposed System 

The DistilBERT analyzes the sentence and transfers some of the information it gleans 
to the next model. It’s a faster variant of BERT with performance that’s enhanced as 
compared to BERT’s. This was pretrained on raw texts solely, with no human labelling 
(which is why it can use a lot of publically available data), and then used the BERT 
base model to produce inputs and labels from those texts. It was specifically pre-
trained with three goals in mind. The model was trained to yield the same probabilities 
as the BERT basic model, resulting in distillation loss. This variant is considered for
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the implementation of this proposed methodology. The number of embedding and 
pooling layers is 6 and outputs a vector of dimension 768. A similarity graph can 
be generated in three ways from the embedding vectors as mentioned below and 
the appropriate method would be chosen. The s_neighbourhood graph is created 
to connect texts whose pairwise distances are less than s. The k_nearest neighbour 
graph is an undirected graph if any two texts are in the k_neighbourhood of each 
other and they are connected by an edge and the fully connected graph in which all 
texts are connected. Adjacency Matrix(A): Adjacency Matrix is a two-dimensional 
array of size (n x n) where ‘n’ is the no. of vertices in a graph. If an element a[i][j] 
in the adjacency matrix is 1, it indicates that there is an edge from vertex i to vertex 
j. Aij=1, if text I is connected to text J, else 0. 

Graph Convolutional Model [ 17] has employed deep learning algorithms such as 
CNNs and RNNs in text classification. A direct approach is to employ BOW and 
ngrams to capture the frequency of words, but these ignore the order and placement of 
tokens in the text; one advanced approach which extracts the relationship among the 
tokens along with frequencies. Due to this ability in modelling non-Euclidean, graphs 
can capture more complex relations on par with traditional approaches. This makes 
graph-based networks as the best possible approach to improve the performance of 
varied applications of NLP. Graph neural networks are becoming an increasingly 
popular range of predictive analytics jobs. Graph neural networks surpass the perfor-
mance of other machine learning or deep learning methods [ 18– 31] when it comes 
to modelling data with graphical representations. Because of their ability to sim-
ulate complicated text representations, graph neural networks are also being used 
extensively in the NLP. Out of the research that used GCN for Text classification, 
focused on creating a single graph for the corpus that captured the document’s word 
relations. For word embeddings, a one-hot representation is employed. Despite the 
use of external word embeddings, this model beats all other traditional approaches 
on standard datasets. Its potency is increased when the percentage of training data 
is reduced. In graph embeddings, graph neural networks have proved to be effective 
at tasks with complicated relationship structures and can preserve a graph’s global 
structure information. A GCN is a simple but strong graph-based neural network that 
collects data about high-order neighbourhoods. Word co-occurrence data is utilized 
to create an edge between two word nodes, whereas frequency of words and in doc-
uments are used to create an edge between two word nodes. The challenge of text 
classification is therefore turned into a problem of node classification. The technique 
can produce better classification [ 32– 47] results with a minimal number of marked 
documents. Consider the graph with V and E, where V and E, respectively, are sets 
of nodes and edges. Every node is assumed to be connected to itself, i.e., (v, v) E for 
any v. Let XR.(̂n×m)be a matrix holding all n nodes and their vectors, with m being 
the feature vectors’ dimension and each row .x_(v)Rm̂ being the feature vector for 
v. G’s adjacency matrix A and its degree matrix D are introduced, with 

.D =
∑

j

Ai j (1)
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Because of self-loops, the diagonal elements of A are set to 1. With only one 
layer of convolution, GCN can gather information of its neighbourhood. Information 
knowledge about larger neighbourhoods is merged when numerous GCN layers are 
overlaid. The new k-dimensional node matrix .L(̂(1)) .R(̂m × k)is calculated for a 
one-layer GCN as 

.L1 = ρ(AXW0) (2) 

where 
.Normali zed Features = D−1/2AD−1/2 (3) 

is the normalized symmetric adjacency matrix and 

.W0 = Rm∗k (4) 

is a weight matrix. is an activation function, e.g. a ReLU (x) = max(0, x). As 
mentioned before, one can incorporate higher order neighbourhoods information 
by stacking multiple GCN layers: 

.L j+1 = ρ((A)L jWj ) (5) 

where j denotes the layer number and 

.L0 = X (6) 

Edges between nodes are based on documentword edges (documentword edges) 
and corpuswide word cooccurrence (wordword edges). The term frequency-inverse 
document frequency (TFIDF) of the word in the document is the weight of the edge 
between a document node and a word node, where term frequency is the number 
of times the word appears in the document and IDF is the logarithmically scaled 
inverse fraction of the number of documents that contain the word. We discovered 
that TFIDF weight is superior to term frequency alone. We employ a fixed size sliding 
window on all documents in the corpus to collect cooccurrence data in order to use 
global word cooccurrence information. 

.Ai j =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

PMI (i, j) i, jare words, PMI (i, j) greater than 0

T F − I DFi j i is the document j is the word

1 i = j

0 otherwise

(7) 

The PMI value of a word pair i,j is computed as 

.PMI (i, j) = log((p(i, j))/(p(i)p( j))) (8) 

.p(i, j) = (W (i, j))/(W ) (9)
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.p(i) = (W (i))/(W ) (10) 

where w(i) is the number of sliding windows in a corpus that contain word i, 
w(i, j) is the number of sliding w is the total number of sliding windows in the 
corpus, and windows that contain both words i and j. A positive PMI number shows 
that words in a corpus have a high semantic correlation, whereas a negative PMI value 
suggests that the corpus has little or no semantic association. As a result, only edges 
among paired words with positive PMI values are added. We feed the text graph into 
a simple two-layer GCN as described in (Kipf and Welling 2017), with the second 
layer node (word/document) embeddings having the same size as the labels set and 
being fed into a softmax classifier: 

.Z = so f tmax( ÃReLU (AXW0)W1) (11) 

. Ã = D−1/2AD−1/2 (12) 

is the same as in Eq. (1), and 

.Sof tmax(xi ) = 1/Z(exp(xi )) (13) 

With 
.Z =

∑

i

exp(xi ) (14) 

The loss function is defined as the cross-entropy error over all labelled sentences 

.L =
∑

d∈YD

F∑

f =1

Yd f lnZd f (15) 

F is the dimension of the output features, which is equal to the number of classes, 
and Y_D is the set of document indices that have labels. The label indicator matrix is 
denoted by the letter Y. Gradient descent can be used to train the weight parameters 
W0 and W1, and E1 and E2 are computed using Eqs. (1)–(16). 

.E1 = ( ÃXW0) (16) 

contains the first layer document and word embeddings, while 

.E2 = ( ÃReLU (AXW0)W1) (17) 

contains the second layer sentence and word embeddings. The second layer document 
and word embeddings are found in W1. Accuracy is the measure used to assess the 
model’s performance. Because of the unbalanced structure of our dataset (with the
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great majority of tweets being “not disaster related”), a model with high accuracy 
is not always desirable because it could obtain high accuracy simply by classifying 
every tweet as non-disaster related. As a result, we need to know how many of 
the few “non-disaster related” samples the classifier properly finds, as well as how 
many tweets categorized as “disaster related” are actually disaster related. The ratio 
between the number of right guesses and the total number of forecasts is used to 
compute it. Accuracy is formulated as shown in Eq. (18). 

.Accuracy = ((T P + T N ))/((T P + T N + FP + FN )) (18) 

4 Results and Discussion 

All module implementation is done in the python3 language in Jupyter notebook 
format as part of the programming environment setup. Tensorflow 2, Keras, and 
NetworkX are the deep learning frameworks used. The dataset used for this study 
is “nlp-getting-started” from Kaggle, which has training and testing data provided. 
The training data has “id”, “keyword”, “location”, “text”, and “target” as columns. 
From these, text represents the tweets and target represents the classes[0/1], while 
“1” represents if the text is related to disaster and “0 “ represents if the tweet is not 
related to disaster. Firstly, the data is analysed to know about the influence of data 
elements on the target. In checking the basic info about the dataset, the “keyword” and 
“location” column are found to have missing values. To measure statistical measures 
about the “text” column, characteristics like average word length, length of the tweets, 
count of words, links, hashtags, digits, and punctuation’s are analysed for a better 
understanding of the tweets. Baseline models must be included for a variety of 
reasons. They give a wealth of data that can be used to guide the next steps in 
a machine learning project. Baseline models helps to comprehend the data better. 
These models can guide if data is insufficient for the machine learning task being 
worked on. The baseline neural network model for classification purposes uses five 
blocks of feed forward network created with predefined hyper parameters. As there 
is no over fitting observed in the curve, this is a good fit baseline model where the 
Loss and Accuracy Curves for Baseline Classifier Model and Accuracy for Baseline 
Classifier Model are shown in Fig. 1. 

Experimental Results of GCN Classifier as the normalized data is transformed to 
right shape to be fed as input to GCN model. The GCN layer performs product of 
inputs, weights and the normalized adjacency matrix. A 2layer GCN is implemented 
with predefined hyper parameters. This supports that the model is able to predict 
with good accuracy after being trained. The accuracy calculated as shown in Fig. 2. 
evidences better performance over the baseline classifier model. A Majority Voting-
based Ensemble technique based on informative features is suggested in this paper to 
categorize medical resource tweets during a crisis. The proposed strategy beat state-
of-the-art methods on a number of factors, according to the findings. The proposed 
informative characteristics also outperform the BOW model, which is demonstrated.
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Fig. 1 Loss and accuracy curves for Baseline classifier model as shown in left and accuracy for 
baseline classifier model 

The results show that in the Majority Voting-based Ensemble, standard ML algo-
rithms are particularly useful for spotting medical resource tweets during a crisis. 
The accuracy at 100 epoch for this proposed reaches around 96% and clearly the 
proposed work outperforms the traditional approaches to classify tweets as related 
to disaster. 

5 Conclusion 

In this article, the emphasis is given to improve the performance of Text classification 
algorithms by incorporating the potential advantages of context-based word embed-
ding and graph structures. The GNNs are targeted to analyse graphical data, but the 
application domain is not only limited to problems in graphs as GNN models can be 
generalized to any study that can be modelled as graphs. Unlike the traditional “black 
box” machine learning algorithms that are trained only on features of training data 
and lack meaningful logic to perform, models based on the graph neural networks 
can also process the inherent logic and analyse a problem with more natural thinking. 
One of the areas to progress with this research ideas is to employ lexical semantic 
vector models to transform vector space models to graph models. Existing graph 
libraries could support more complex datasets, or the GNN model construction pro-
cess might be made more flexible so that it could be easily adjusted for a wider range 
of applications. The chosen model could be examined and analysed on a variety of 
complicated and larger datasets, which can aid in determining algorithm adaptability 
and if it can be applied to real-world applications. Because the implemented models 
are shallow, developing a deep graph neural network can be a substantial challenge 
and will aid in a better understanding of GNNs.
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A Topology for Reactive Power 
Compensation in Grid System Using 
a Low-Cost Thyristor Switched 
Capacitor Scheme 

Gaurav Shrivastava and Subhash Chandra 

Abstract The device described in this publication is a thyristor-switched capac-
itor (TSC) device used in a 200 kV/11 kV, 200 MW grid system. In addition to 
the capacitor bank’s transient-free switching, a technique for compensating VAR 
is described. This study’s goal is to offer a topology at the lowest possible price. 
Flexible AC transmission systems (FACTS) have been developed as an alternative 
to conventional methods for enhancing the efficiency, reliability, and power quality 
of electrical energy networks. These systems are currently in use in many countries 
across the world. FACTS are generally referred to as systems that control voltage, 
impedance, and phase angle in AC systems. Furthermore, due to advancements in 
semiconductor technology, static VAR compensation devices have begun to be used 
on the medium and high-voltage sides. The ability of these systems to make adjust-
ments without relying on VAR from the grid is their key strength. In this study, a static 
VAR compensator made up of three TSCs and one TCR structure is used to supply 
the system with the necessary VAR. In the simulation studies, the static compensator 
is used to supply the VAR instead of a voltage source. This prevented the system 
from using its capacity inefficiently. The use of static VAR compensators is advised, 
especially when an unbalanced load and instant VAR are needed. 

Keywords VAR (Reactive Volt-Amp) · Static VAR Compensator (SVC) ·
Transient-free switching · Reactive power compensation · Thyristor Switched 
Capacitor (TSC) · FACTS · Potential Transformer (PT) · Current Transformer (CT) 

1 Introduction 

Increased reactive power demand results in a poor power factor, which further 
increases losses. This study suggests a low-cost configuration that uses static VAR 
compensation (SVC) technology to reduce losses and improve the voltage profile
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through VAR compensation. The two components of SVC are TCR and TSC. The 
TSC scheme is employed in this case because it doesn’t emit any harmonics and 
doesn’t need to be filtered, making it a cost-effective solution. The circuit is designed 
using resistive-inductive loads, fast-acting thyristors, and an SVC controller. Reac-
tive power and work energize the magnetic component, which aids in carrying out 
physical work. Perceived power is the end result of combined power. Reactive power 
makes up the majority of the active power in the electrical network, despite being 
the primary contributor to a poor power factor [6]. 

A transmission line’s power factor can be improved using a variety of methods, 
such as synchronous condensers, fixed capacitors, and static VAR compensators. 
Synchronous condensers have rotating components, so their maintenance is expen-
sive. In the fixed capacitor bank method, one capacitor is used across each load, 
which is more expensive [8]. Again, it is very challenging to compensate for reactive 
power as the load changes. It may either under or overcompensate for the load. To 
solve these problems, rapid-acting power semiconductor switches (FACTS) were 
created High-frequency switching is made possible by these compact, non-rotating 
devices. 

The suggested architecture offers periodic compensation for changes in reactive 
power that occur quickly. It significantly raises the power factor, increases feeder 
effectiveness, and enhances the voltage profile at the load end [20].

• Rapid deviance in the dynamic correction of reactive power.
• It is possible to lessen voltage sag when an induction motor is starting.
• The TSC can also be employed to avoid the harmonic resonance condition.
• It can also be utilized for long transmissions and to charge high-rated transformers. 

The following are some of the different features of this control strategy:

• It may adjust reactive power in a practically continuous manner.
• It doesn’t produce harmonics.
• Inrush issues during connection and/or disconnection while attempting to leave 

the system. 

The compensator’s major component is the controller. The observed voltage 
and current quantities are delivered to the controller at PCC using the PT and CT, 
respectively. The controller decides to get the desired VAR compensation. 

2 Background 

Hingorani and Gyugyi [1] described strategies for compensating reactive power, the 
operating principles, design features, and examples of applications for Var compen-
sators that use thyristors and self-commutated converters. Huang et al. [2] suggested 
the GSES algorithm as a means of quickly dampening interarea oscillations in the 
SVC. For minimizing power quality concerns, Chakraborty et al. [3] proposed a 
hybrid compensator with a new coordinated control. Ikram et al. [4] suggested a
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unique, straightforward method for measuring reactive current and reactive power 
based on binary (on/off) control of an analog switch. Shojaei et al. [5] developed a 
novel strategy to address the problems with the filter-based reactive power calculation 
methods used in the control system of static VAr compensators. 

Satyamsetti et al. [6] proposed that reactive power for high-voltage transmis-
sion networks is provided by using a new configuration of a VAR compensator. 
Using the passivation approach, Keskes et al. [7] developed a nonlinear coordi-
nated control of the generator excitation and the static VAr compensator (SVC). 
Terriche et al. [8] proposed a method for solving power quality problems in ship-
board micro-grids (SMs), which are mostly caused by the rising installation of power 
converters. For enhancing the transient performances of frequency and voltage in 
multi-machine power systems, Wan [9] suggested an extended SVC model with 
a thyristor firing angle law. For static synchronous compensators (STATCOMs), 
Camacho et al. [10] presented a control scheme that regulates the positive-sequence 
voltage to the nominal value, cancels the negative-sequence voltage, and limits the 
peak of the injected currents. After creating an SVC model for dispatch purposes, Liu 
et al. [11] offered the formulation of the decision-making process as a mixed-integer 
non-convex programming (MINCP) issue. 

In order to improve the frequency control of high-voltage transmission lines, Wan 
et al. [12] suggested a decentralized control based on static var compensator (SVC) 
devices. A technique to enhance the power quality of the electric arc furnace in a 
distribution power system was proposed by Liu et al. [13]. An active filter and the 
static var compensator (SVC) may both adjust the power factor and balance three 
phase currents at the same time. A modified reactive power compensation tech-
nique described by Das et al. [14] makes use of a single-equivalent delta-connected 
thyristor-controlled reactor (TCR) and a mix of Y andΔ connected thyristor-switched 
capacitors. 

A model structure option for modeling and parameter identification in power 
systems was put up by Bogodorova and Vanfretti [15]. 

The sequence of events throughout the installation, commissioning, and use of 
the SVC was described by Morello et al. [16]. 

In place of the traditional design that uses a Δ connected reactor bank with 
a harmonic current filter, Mukhopadhyay et al. [17] presented a new thyristor-
controlled reactor scheme in which the total bank is divided into one Y and one
Δ connected reactor bank with the addition of a low-rating zig-zag autotransformer. 

In order to successfully limit the harmonic generation of the TCR, Mukhopad-
hyay et al. [18] suggested a concept consisting of two identical “Delta” connected 
reactor banks, one with phase switching via thyristors and the other with a line 
switching thyristor arrangement. It is particularly efficient to use VAR compen-
sators (SVCs), such as fixed capacitor-thyristor-controlled reactors (FC-TCRs) and 
thyristor switching capacitors (TSCs). 

Panda et al. [19] suggested a Shunt capacitive compensation method to improve 
the power factor using TSC. Goyal et al. [20] proposed a thyristor-switched capacitor 
that is programmable microcontroller-controlled and shows how the power factor can
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be increased to unity with low system loading and maintained at 0.98 pu with higher 
system loading. 

3 Thyristor Switched Capacitor 

The TSC is made up of a tiny fixed inductor, a thyristor valve that is bidirectional 
and a fixed capacitor, as depicted in Fig. 1. The TSC cannot be switched at any angle 
other than the TCR [14]. A discontinuity in the capacitor voltage will result in a large 
current through the thyristors that could damage the device since the current through 
the device is is(t) = C (dvc)/dt. As a result, the thyristors can only be activated when 
Vs(t) = Vc(t). 

Thyristors are also vulnerable to significant changes in the current. Therefore, the 
best time for switching is at the voltage peak,Vs(t) [1]. There is no transient current 
when thyristors are fired at a peak supply voltage if the capacitor voltage stays 
constant. The intended compensating power determines the capacitor’s capacitance. 
The reactor’s inductance is chosen so that it has a tuned frequency that is less than 
the system’s lowest harmonic frequency when the capacitor and reactor are used 
to create a series resonant circuit. A reactor must be linked in series with power 
capacitors to prevent resonance problems in harmonic settings and restrict the inrush 
current of the capacitor [19]. As a result, the design may adjust for reactive power 
at a fundamental frequency without amplifying harmonics. Volt-ampere(VI) curves 
are used to characterize the SVC’s general steady-state properties. It is common to 
use an automated voltage regulator with a transfer function of [K * 1/(1 + sTp)] [1]. 

The TSCs of an SVC can only be changed in one of two ways: in or out. The only 
way to change the quantity of reactive power that the TSCs deliver in stages is to 
change the number of TSCs that are turned on at once. 

The TCR, on the other hand, allows switching between a full-conducting state 
(α = 90°) and a non-conducting state (α = 180°) as necessary, allowing flexible

Fig. 1 Simulink diagram of TSC 
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Fig. 2 Voltage and current across TSC 

and continuous modification of the amount of VAR that the SVC exchanges with 
the linked AC power supply. When no VAR is needed to rectify the voltage in the 
AC power system linked to the TCR-TSC type SVC, all the TSCs are turned off, 
and the TCR is set to the non-conducting condition (α = 180°) [1]. When the SVC 
needs to provide VAR to balance the voltage in the AC supply system, a number 
of TSCs are turned on so that the quantity of VAR they create is greater than what 
the SVC must deliver. Figure 2 shows that the capacitor voltage across TSC remains 
constant until the thyristors are switched on again. The α of the TCR is then altered 
to exactly balance the additional VAR supplied by the TSCs. The α is changed such 
that the TCR absorbs precisely the exact amount of VAR supplied by the TSCs when 
the SVC has to deliver more or less VAR to correctly adjust the AC supply system 
voltage [1]. 

Figure 3 shows the firing unit which consists of three subsystems, one for each 
phase, and is synchronized.

4 Simulink Model of Test System 

The settings of the system voltage in pu [1.0,1.025,0.93,1.0] at instants [0,0.1,0.4,0.7] 
seconds are established for the test system’s voltage regulation mode in Fig. 4. The  
analysis is as follows:

The findings are zoomed out independently for the analysis. 
For each phase (AB, BC, and CA), three distinct subsystems are used by the firing 

unit. For the TCR and TSC branches, each subsystem has a PLL synchronized on 
line-to-line secondary voltage and a pulse generator. The Distribution Unit’s TSC 
status and firing angle are used by the pulse generator to create pulses. TSC branches 
can fire continuously or synchronously (one pulse is supplied to each positive and 
negative thyristor every cycle).
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Fig. 3 Firing unit for TSC

Fig. 4 Test system

5 Results and Discussion 

The voltage and current waveforms for the grid are displayed in Fig. 5. The current’s 
nature may be seen in its waveform when the grid voltage is set at 1.0 p.u. In under 
0.1 s, the system voltage surges to 1.025 p.u., forcing the TCR to either send reactive 
power or absorb it. As a result, the grid current may be delayed by up to 0.4 s. The 
grid current is leading until 0.7 s because the system absorbs the reactive power 
from the TSCs when the voltage drops to 0.93 p.u. at 0.4 s. The grid current and the 
AC supply system voltage are almost in phase at 0.7 s, or when the system voltage 
approaches 1.0 p.u., which is the voltage in the required range.

At t = 0.1 s, the voltage in Fig. 6 abruptly rises to 1.025 pu. Reactive power (Q 
= 47 Mvar) is absorbed by the SVC in response, bringing the voltage back to 1.01
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Fig. 5 Grid voltage and current

pu. The 95% settling time takes about 135 ms. The TCR is currently almost at full 
conduction (α = 94°), and all TSCs are out of service. The source voltage abruptly 
drops to 0.93 pu at time t = 0.4 s. The voltage rises to 0.972 pu as a result of the 
SVC’s reaction, which involves producing 100 Mvar of reactive power. The TCR 
currently absorbs about 40% of its nominal reactive power (α = 120°), and the three 
TSCs are operational. The timing pulses delivered by the SVC controller at various 
times are shown in Figs. 7, and 8 shows the number of TSCs required. 

Figure 9 shows the graph of the observed voltage in relation to the reference 
voltage. The reference voltage (Vref.) is 1.0 p.u. The recorded system voltage increases 
from 1.025 p.u. to 0.93 p.u. to 1.025 p.u. again in 0.7 s after reaching 1.025 p.u. in

Fig. 6 Reactive power 

Fig. 7 Timing pulse
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Fig. 8 No. of TSC’s required

0.1 s. The voltage then remains at 1.0 p.u. Before the SVC controller moves the 
system voltage closer to unity, the voltage regulator unit continuously compares 
the observed voltage to the reference value. Figure 10 shows the firing angle alpha 
required for TCR. Figure 11 shows the graph of secondary voltage. The secondary 
voltage is sinusoidal in nature and almost is equal to the reference voltage. Figure 12 
shows the current across the load. The current across the load is sinusoidal in nature 
and at the desired limit. Figure 13 shows the voltage across the load. The voltage 
waveform is almost sinusoidal in nature. The waveform in Fig. 14 shows that the 
active power flow from the source to the load is almost constant. 

Fig. 9 Vmeasured and Vreference
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Fig. 10 Firing angle alpha of TCR 

Fig. 11 Secondary voltage 

Fig. 12 Current across load
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Fig. 13 Voltage across load 

Fig. 14 Active and reactive power 

6 Conclusion 

In order to balance reactive power and enhance the voltage profile, this research 
presents a TSC architecture that is both efficient and affordable, based on fast-acting 
thyristors. The voltage on the secondary side is nearly identical to the reference 
voltage and has a sinusoidal shape. According to the findings in the previous figure, 
the SVC keeps the receiver voltage ER at a level that is nearly comparable to the 
AC supply system voltage. So, based on the voltage across the alternating current 
supply system where it is attached, an SVC appropriately corrects for it. To maximize 
the flow of active power, SVC automatically regulates VAR. From the source to 
the load, the active power is essentially constant. For sudden variations in reactive 
power, the proposed architecture provides periodic reactive power adjustments. It 
significantly increases feeder efficiency and enhances the voltage at the load end. 
TSCs can function well for such loads because of the thyristor’s rapid switching 
capabilities.
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An Automated Two-Stage Brain Tumour 
Diagnosis System Using SVM 
and Geodesic Distance-Based Colour 
Segmentation 
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Abstract In the medical profession, brain tumour is a very crucial illness. A brain 
tumour is an unwanted mass growing in the brain cells; if it’s not prevented, it will 
eventually cause death. Therefore, tumour diagnosis is essential. Magnetic reso-
nance imaging (MRI) is used to identify the brain tumour quickly. The approach 
of detecting a brain tumour from human eyesight is quite difficult. The proposed 
work automatically diagnoses the brain tumour. This proposed technique has two 
stages: classification and segmentation. The classification stage is used to classify 
the T2W-MRI images into a tumour and normal using 8 x 8 blocks with gray-level 
co-occurrence matrix (GLCM) features using a support vector machine (SVM). The 
second stage segments the FAIR and T1C type MRI images using colour-based 
segmentation technique. This proposed method uses the BraTS2013 dataset. Classi-
fication and segmentation result is calculated by sensitivity, specificity and accuracy. 
In the segmentation, it additionally uses the dice similarity coefficient (DSC) to find 
the accuracy. The outcomes denote the proposed method’s accuracy of classification 
as 96.66% and the DSC of segmentation accuracy as 80%. 
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1 Introduction 

In the human life brain tumour is a highly dangerous disease. All human people need 
long life, but sometimes they are affected by some deadly diseases. The second-most 
lethal disease recorded by the World Health Organization (WHO) worldwide is a 
brain tumour [1]. As reported by the National Brain Tumour Society (NBTS), seven 
lakh Americans are expected to have a brain tumour by 2022 [2]. Tumour refers to 
the abnormal development of brain cells. A primary type tumour is one that begins 
in the brain and does not spread; a secondary type tumour spreads to the other body 
parts. 

A brain tumour is classified into two types: benign and malignant. Benign is a non-
cancerous type and malignant is a cancerous type. Glioma is one of the most severe 
forms of malignant brain tumours since it attacks both adults and children commonly. 
It has two types: low-grade glioma (LGG) and high-grade glioma (HGG). The WHO 
has classified the glioma into four grades (Grades I–IV) [3]. Generally, imaging 
techniques are used to find the tumour. When compared with all imaging techniques, 
magnetic resonance imaging (MRI) is very safe and gives detailed information; it 
produces 2D and 3D MR images. It has different MRI modalities like T1W, T2W, 
T1C and FLAIR [4]. The various MRI imaging types are displayed in Fig. 1. 

Need an early detection of brain tumour and proper diagnosis are used to extending 
patient life days. It is difficult to locate the tumorous slices in the MR volume. Next, 
separating the tumour component from the tumorous MRI is a difficult process. To 
categorise the tumorous MR image, a classification procedure is required. More-
over, tumour regions must be segmented into tumorous slices using a segmentation 
technique. 

Manual classification and segmentation take more time and provide false results, 
they are difficult to handle. Machine learning methods are now often applied in 
medical imaging [5]. In machine learning, many automated algorithms for classifi-
cation and segmentation are available [6]. It provides quick, precise findings for the 
right, effective therapy for doctors [7]. To do the classification, MRI discovers char-
acteristics that are used. These characteristics were used by the SVM binary classifier 
during the validation, training and testing phases of the classification procedure for 
MR images [8]. A lot of brain tumour techniques are developed but still accuracy 
is a major issue in finding the tumour clearly because the normal and tumour cell 
regions are very close.

Fig. 1 MRI images 
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The proposed method uses the BraTS2013 dataset. This proposed technique has 
two stages: classification and segmentation. Under the given classification stage, the 
MR image is divided into 8 × 8 blocks. Every 8 × 8 block in MRI is used to extract 
one of the nineteen GLCM features. The chi-square test technique is used to pick 
the most significant features from the nineteen features. SVM gets this best feature 
as input from the training and does the testing process. In the segmentation stage, it 
used the automatic colour-based region technique. The initial region is selected the 
tumour area is a segment from the normal brain areas in the MR image. 

The main contributions of these works are as follows:

• The suggested classification method automatically divides an MR image into 
normal and tumour images.

• The classification uses SVM, which produces reliable results.
• The suggested automatic segmentation technique divides the tumour area in the 

MR image precisely. 

The structure of this manuscript is arranged in the following parts: Related work 
reports the work related to classification and segmentation in MRI. The materials 
and metrics part reports the dataset and measurements used in this manuscript. The 
methodology part reports the method used in this manuscript. The results and discus-
sion part report and discuss the outcome of this manuscript. The conclusion part 
concludes this manuscript. 

2 Related Works 

Early brain tumour identification is highly valued and necessary. There are several 
methods that have been developed for detecting brain tumours. Zhao et al. [9] devel-
oped a fully automatic tumour segmentation technique using deep learning tech-
niques. This method used the combination of a high-speed neural network and condi-
tional random fields (CRF). It has three steps: pre-processing, segmentation and post-
processing. It also used recurrent neural networks (RNN) in the CRF part. A CNN-
based automated segmentation approach was put out by Pereira et al. [10], it employed 
a tiny kernel size (3 × 3 kernels) so that a deep architecture could be designed. It 
has the following steps: classification, pre-processing and post-processing. In the 
pre-processing step, it used the patch normalisation technique. This method used a 
data augmentation technique to overcome the variation of different tumours. 

Havaei et al. [11] developed a brain tumour segmentation technique using a deep 
neural network. This method used a two-path infrastructure with local and global 
contextual features. The training process also has a two-phase procedure. Finally, 
it used the cascade architecture to get the results. Zhuge et al. [12] proposed a 
holistically nested neural technique. It also used the inhomogeneity method, so one 
group of pixels is merged with other pixels, so the result is low. This method gives 
the DSC result of 78% for segmentation.
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Hussain et al. [13] developed a brain tumour segmentation technique using Deep 
CNN. It used max-out and drop-out layers. The pre-processing stage uses the image 
normalisation method, and the post-processing stage uses the morphological tech-
nique. During the training time, it uses a patch-based method. A brain tumour 
segmentation approach is an automated method, and was created by Rajinikanth et al. 
[14]. Image fusion, thresholding and segmentation make up the three main stages of 
this methodology. It used MR images with a size of 216 × 160. This method also 
uses watershed segmentation and the social group optimization methodology using 
Shannon’s entropy. It utilised 216 × 160 sized Flair + T1C + T2W MR images. 

Using extremely random trees, Pinto et al. [15] created a fully automated hier-
archical brain tumour segmentation approach. For HGG and LGG, this approach 
uses a two-step categorization process. It used the intensity normalisation method. 
In the LGG-type tumours the local and contextual features are used to improve the 
segmentation, it also used the data augmentation technique to increase the accuracy. A 
technique of automated 3D super voxel-based learning was put out by Soltaninejad 
et al. [16]. Pre-process, super voxel partitioning, feature extraction, classification 
and segmentation are the four processes that make up this approach. The informa-
tion fusion from MRI images is used to discover the super voxels. Random Forest 
(RF) was employed in this technique to classify data. 

Using hybrid CNN, Sajid et al. [17] created a deep learning-based automated brain 
tumour segmentation system. This method has three parts: pre-processing, CNN 
and post-processing. It used two and three-path CNN and also used a patch-based 
approach. It also used a two-phase training procedure. Amin et al. [18] suggested 
a transfer learning-based automated segmentation approach based on score-level 
fusion. Normalisation, segmentation, classification and fusion score are the four 
processes in this methodology. Segmentation techniques include morphological and 
thresholding techniques. Alex Net and Google Net are used to classify the data. 

A probabilistic local ternary pattern (PLTP) automated brain tumour segmentation 
approach was put out by Sriramakrishan et al. [19]. SVM was utilised in this approach 
for classification, while FCM was employed to gather the elements. To shorten the 
time, it employed a Graphics processing unit with compute unified device architec-
ture. Ejaz et al. [20] proposed a feature approach-based brain tumour segmentation 
method. This method used HGG-type Flair and T2W images only. The thresholding 
method is used to find the tumour region. It also used texture features and Gabor 
filters. Di-phase midway convolution and deconvolution network was the basis for 
the automated brain tumour segmentation system presented by Chithra and Deepa 
[21]. In the layers of up sampling and down sampling, it employed the 3 × 3 and 
7 × 7 kernels. Softmax classification handles the classification task. With a tissue-
type mapping approach, segmentation is performed. Rehman et al. [22] proposed 
an encoder decoder modified architecture of 2D type U-Net and added the residual 
extended skip (RES) and wide context (WC) for loss function. It was evaluated on 
BraTS 2017 and 2018. The drawback of this work is that it loses the local details.
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3 Materials and Metrics 

3.1 Materials 

In this research paper, the BraTS2013 MRI image multimodal dataset is used [23]. 
There are four different MRI multimodal T1W, T2W, FLAIR and T1C types in this 
dataset. The gold standard (Ground truth) images are also included in this dataset. 
Every image has a 240 × 240-pixel size. The dataset has only glioma-type brain 
tumours combined with 20 HGG volumes and 10 LGG volumes images. 

3.2 Metrics 

The four metrics sensitivity, specificity, accuracy and dice similarity coefficient 
(DSC) were employed in this study. The effectiveness of the suggested task is deter-
mined using these indicators. The classification and segmentation steps described in 
Eqs. (1)–(3) both employ the first three metrics. DSC compares the output segmen-
tation image with the ground truth image provided in Eq. (4) to determine how 
comparable, the two images are. It is only utilised during the segmentation step. 
The above metrics are computed from true positive (TP), true negative (TN), false 
positive (FP) and false negative (FN). 

Sensitivity% = TP 

TP + FN (1) 

Specificity% = TN 

TN + FP (2) 

Accuracy% = TP + TN 
TP + TN + FP + FN (3) 

DSC% = 2T P  

2T P  + FP  + FN  
(4) 

4 Proposed Methodology 

This study suggests a method for utilising MRI to classify and segment well-
organised brain tumours. Segmentation and classification are the first two steps of this 
approach. The first step only focuses on whether a certain MR image has a tumour. 
Segmentation occurs in the second stage. The BraTS2013 dataset, which includes 
four different MRI multi-modals like T1W, T2W, T1C and FLAIR, was employed
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Fig. 2 Proposed method workflow architecture 

in this technique. The only images utilised in the proposed study were T2W, TIC 
and FLAIR. Figure 2 displays the workflow architecture of this effective proposed 
approach. 

Stage 1: Classification 

In this stage the proposed method used T2W-BraTS2013 MR images, it did not 
need any pre-processing work like noise removal and head stripping. A single T2W 
image’s overall size is 240 × 240 pixels it is split into 8 × 8-pixel sizes finally, it 
has 900 blocks for every single image. Compared with other splitting sizes, the 8 × 
8 gives the most relevant results [24]. 

Every feature has a unique identity, making feature extraction crucial for classifi-
cation since it makes categorization simple. To extract features, this approach utilised 
GLCM features. The co-occurrence matrix is used by the GLCM feature to express 
texture and spatial characteristics [25, 26]. The GLCM technique uses a variety of 
projection angles; the 45° projection angle was employed in this suggested approach. 
It extracts nineteen different types of features, and compares all the GLCM features. 
This method assigns labels manually to differentiate the tumour and normal blocks. 
These labels are called response variables. All feature values are different. It has 
positive and negative feature values for every block. Table 1 displays the nineteen 
GLCM features for normal and tumour block.

Next, this approach chooses features using the Chi-square test technique [27]. The 
output of the nineteen GLCM features’ related response variables is based on the 
input values of the nineteen GLCM features. Table-formatted GLCM feature data 
are provided for both normal and tumour blocks. To determine which GLCM feature 
is most appropriate for the response variable, this approach compares the GLCM
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Table 1 GLCM features of normal and tumour block 

S.no GLCM feature names Normal block Tumour block 

1 Correlation 0.9362 NaN 

2 Energy 0.3369 1 

3 Contrast 0.3673 0 

4 Autocorrelation 52.6122 64 

5 Entropy 1.5492 −2.22E-16 

6 SOS: variance 50.5774 63.7502 

7 Sum variance 170.2387 256 

8 Sum average 14.3265 16 

9 Homogeneity 0.8163 1 

10 Maximum probability 0.5510 1 

11 Cluster prominence 112.4442 0 

12 Sum entropy 1.4940 −2.22E-16 

13 Cluster shade −16.7942 0 

14 Difference entropy 0.6575 −2.22E-16 

15 Dissimilarity 0.3673 0 

16 Information measure of correlation −0.6342 0 

17 Difference variance 0.3673 0 

18 Inverse difference moment normalized (IDM) 0.9943 1 

19 Inverse difference normalized (INN) 0.9561 1

features with their corresponding response variables. Every feature is ranked and a 
bar chart is created. 

In the bar chart, the first four high bar values indicate which are the best values. The 
remaining fifteen feature has low bar values This method chooses only the first four 
rank features: SOS: Variance, Autocorrelation, Sum average and Sum variance. SOS: 
Variance is used in the MRI to find the separation of gray pixels. Autocorrelation 
is used in the MRI to find the links between the pixels. In the MRI, each gray 
pixel’s mean is determined using the sum average, and the sum variance is utilised 
to calculate the mean of several gray pixels. 

Support Vector Machine (SVM) 

Using two class labels of 0 and 1, the suggested approach employed the SVM for 
binary classification to distinguish between normal and tumour images. SVM has two 
major steps: training and testing. The proposed technique used all HGG and LGG— 
T2W images, it has 4650 T2W images, 20% of images are used for validation, 60% 
for training, and the remaining 20% for testing. 

Training: In the training process, the SVM used the T2W image 8 × 8 block best 
GLCM features selected by the chi-square test method. It has only the above features 
given in the Table 1 formulas (4), (6), (7) and (8) with manual class labels. The
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training process quickly understands why the feature has that particular class label. 
This process used 2790 (40% of data) T2W images, it is a combination of normal 
and tumour images for training. It creates a separate pattern for every label, when 
the label gets the new feature value the pattern will update automatically. 

Validation: In the validation process, this method used 20% of images, it gets the 
knowledge from the training data. This method used 930 (20% of data) T2W images 
for validation. 

Testing: The testing process used 930 (20% of data) T2W images for testing. The 
selected best features were given as input, but they did not have any labels. The testing 
process features are not the same as the training process features. These features are 
loaded into SVM which provides labels by comparing them with the training pattern. 
It gives 96.66% testing accuracy. 

Stage 2: Segmentation 

The tumour images selected from the classification stage are done in this step. FLAIR 
and T1C tumour pictures were used in this stage. FLAIR and T1C-MR type images 
provide more information about tumours than other MRI kinds do. T1C has the 
tumour core region, while FLAIR has the whole tumour region. 

Convert Gray image to RGB image: Grayscale FLAIR and T1C images are trans-
formed to RGB images. The RGB image provides more precise information about 
tumour locations when compared to the gray image and makes it simple to distin-
guish between tumour and healthy brain areas. The grayscale image was converted 
using the ind2rgb function [28]. 

Region of Interest (ROI): In this process, two regions are selected automatically: 
The Region of background (background) and the region of object (foreground). The 
ROI object denotes the tumour part, and the ROI background denotes the normal 
part. In the RGB-type image, the tumour is yellow and other brain parts are green 
colour. A red colour rectangle box denotes the ROI object, and the ROI background is 
denoted by a blue colour rectangle box. These both are separately selected in FLAIR 
and T1C images. The selected ROI—FLAIR and T1C are exposed in the following 
Fig. 3. 

Imseggeodesic: A geodesic distance-based colour segmentation uses two or three 
regions for segmentation [29]. The proposed method used two-region segmentation. 
The ROI selected foreground and background are called initial regions (scribbles). 
The FLAIR image is employed to segment the whole tumour, whereas the T1C

Fig. 3 ROI selection for 
foreground and background. 
a FLAIR image, b T1C 
image 

(a) (b)
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(1)       (2)   (3) 

Fig. 4 Imseggeodesic-based segmentation. (1) L1 image, (2) L2 image, (3) imadd image 

image is employed to segment the tumour core. The FLAIR-based segmentation 
part is denoted by label 1 (L1) and the T1C-based segmentation part is denoted by 
label 2 (L2). These two label areas are separated from the whole brain image. The 
imadd function is used it adds the L1 and L2 segmented areas and merges them into 
a single image. The merged image is in RGB format this is shown in Fig. 4. 

5 Results and Discussion 

This paper utilises the BraTS2013 dataset to automatically classify and segment brain 
tumours. This method uses Laptop Intel® Core™ i3-1115G4@3.00GHZ, which 
has a 6 GB RAM specification and MATLAB R2021a student version. This part 
represents the outcomes of the classification and segmentation of a proposed method. 

The multimodal dataset proposed method used T2W images for classification 
and FLAIR, T1C images for segmentation. The proposed method uses SVM for 
the classification process and imseggeodesic for the segmentation process. In the 
classification phase, this method used a combination of HGG and LGG of T2W-
BraTS2013 images. A total of 930 images were utilised for testing, 930 images for 
validation and 2790 images for training in this approach. The SVM classified the 
images into two labels 0 and 1. It has two steps: training and testing. The confusion 
matrix for testing and training is displayed in Fig. 5. 

(a) (b) 

Fig. 5 Confusion matrix. a Training data, b Testing data
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The above picture denotes the confusion matrix of SVM classification. The confu-
sion matrix has two class labels: Predicted class and True class. The true class is 
the actual class, and the predicted class is the proposed method result class. These 
classes have two class labels tumour (1) and normal (0). 2790 T2W MRI is selected 
for training, 930 images for validation and the remaining 930 images for the testing 
process. In the training process, 2731 images are correctly classified as normal (0) and 
33 images are classified as tumour (1). 22 normal images are misclassified as tumours 
and 4 tumour images are misclassified as normal. It gives 99.06% training accuracy. 
It takes 8 min and 45 seconds to validate the data. This method used sensitivity, 
specificity and accuracy metrics for classification. From the above confusion matrix 
table this method got sensitivity of 97.11%, specificity of 83.33% and accuracy of 
96.66%. 

In the BraTS2013 dataset, each volume has MRI multimodal images. The unique 
number denotes the four different types of images. SVM classifier classifies the 
tumour images from the T2W images. In the dataset the particular sequence no 
of T2W image has a tumour than the same sequence no of another multimodal 
images like T1W, T1C and FLAIR type images also have a tumour. The classifi-
cation is completed by T2W images, and the segmentation uses the same unique 
number of FLAIR and T1C images. It automatically segments the tumour parts from 
the MRI images using the Geodesic distance-based colour segmentation method. 
The tumour’s initial region is identified from the RGB image. Table 2 displays the 
segmentation image findings for the suggested method. 

Table 2 gives the proposed method segmentation results. In Table 2, the fifth 
column represents the original FLAIR and T1C images. The sixth column represents 
the RGB image of the original image, the seventh column represents the segmented 
result of the proposed method, and the last column represents the ground truth image. 
The following metrics measure the proposed method segmentation results: DSC, 
Sensitivity, Specificity and Accuracy. This method segments both HGG and LGG-
type brain tumours. The overall average of the HGG and LGG results are shown in 
Table 3.

Table 3 gives the details about the overall segmentation results of the proposed 
method. This method got DSC 80%, Sensitivity 80%, Specificity 99% and Accuracy

Table 2 Proposed method segmentation results 

Data 
Set 

Volume 
number 

Type Multimodal 
type 

Original 
image 

RGB 
image 

Segmented 
image 

Ground Truth 
(GT) image 

BRATS 
2013 

HG001 HIGH 
GRADE 

FLAIR 
and 
T1C 

LG009 LOW 
GRADE 
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Table 3 The overall result of the proposed method of BraTS2013 

Dataset DSC Sensitivity Specificity Accuracy 

HGG 0.8110 0.8059 0.9963 0.9851 

LGG 0.7986 0.7972 0.9971 0.9891 

AVERAGE 0.8048 0.8015 0.9967 0.9871

Table 4 Comparison result 
of the proposed method with 
state-of-the-art methods using 
DSC 

Methods DSC (%) 

Festa et al. [9] (2013) 66 

Meier et al. [10] (2013) 76 

Cordier et al. [11] (2013) 77 

Demirhan et al. [14] (2015) 61 

Zhuge et al. [18] (2017) 78 

Proposed method 80 

98% for the whole tumour. The DSC metric is very important, and it is acknowledged 
and approved by the medical field. The proposed technique result is compared with 
other well-efficient techniques. Our proposed method got better results than the 
results displayed in Table 4. 

The segmentation result of the suggested method is measured by three metrics 
sensitivity, specificity and accuracy. These metrics are used only for measurement 
and not for comparison. The proposed technique is compared with many state-of-the-
art methods with one metric DSC. Observed from our proposed method is efficiently 
segmenting all glioma-type tumours from MRI. It works very effectively in the same 
size and shape and different sizes and shapes. Our method got a DSC of 80% from 
the comparison, but it will also segment the glioma-type tumour perfectly. It happens 
because the tumour pixels are not in a single group. When converting the gray image 
into an RGB image, it clearly shows that tumour pixels are very near the normal 
pixels. This affects our proposed method’s segmentation accuracy. 

6 Conclusion 

In this manuscript, a two-stage brain tumour diagnosis method is developed. This 
method used the BraTS2013 dataset. In the first stage, T2W MR images are used 
for classification, it is done by using the GLCM features by the SVM classification 
technique. In the second stage, automatic segmentation process is done using the 
FLAIR and T1C images. It used the Geodesic distance-based colour segmentation 
method. The tumour initial region is automatically selected. Finally, the proposed
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method achieves 96.66% classification accuracy and 80% DSC segmentation accu-
racy for the whole tumour. In the future, we hope to enhance the effectiveness of the 
suggested model and test it on more benchmark datasets. 
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Abstract The objective of the present study is to assess different aspects of online 
teaching from faculties’ perspective. We investigate the level of the difficulties faced 
by faculty members in handling Moodle, the satisfaction level of online teaching, 
and online evaluation, and the role of previous awareness/training programs in facing 
difficulties handling Moodle. Finally, we find the grey areas in online teaching. We 
collected data from 104 faculty members of Graphic Era Hill University (GEHU) 
for the present study. Analysis of variance approach and t-test are used for different 
purposes. K-Means Clustering method is used for analyzing the role of training 
programs in facing difficulties in handling Moodle. We found that different aspects 
of Moodle handling were considered equally difficult; satisfaction level in content 
delivery only is considered high. Satisfaction levels in two components of evalua-
tion, multiple choice questions (MCQ) and descriptive questions (DQ) were neither 
considered the same nor high; however, satisfaction in MCQ is considered a little 
more than in DQ. Through clustering patterns, we found a significant effect of 
previous awareness/training in facing difficulty in handling Moodle. These findings 
may be useful for making strategies for online teaching in the future. 
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1 Introduction 

The COVID-19 crisis affected human life in too many ways, and education is one of 
the most affected areas. The lockdown forced the education system to shift from face-
to-face teaching and learning mode into an online mode [1–3]. This unprecedented 
situation increased the dependency of the education system on digital resources. 
Though online education was taking place together with face-to-face education at a 
medium pace, the current pandemic accelerated its speed. 

The growth in digital technology has changed our conventional education system. 
With the continuous growth of digital technology, face-to-face teaching in classrooms 
has been shifting towards online education for the last two decades [4]. Changes are 
inevitable in society; thus, there is a need to accept the challenges and work accord-
ingly. The authors of [5] presented an overview of shifting towards online education. 
In [6], the authors discussed the conceptualization of online learning regarding the 
existing methodology at the beginning of online learning. Online learning is quite 
different from classroom face-to-face learning, here a virtual environment exists 
where you need to feel the presence of students, thus, there are too many challenges 
in online learning and there is a need to make strategies and plans to cope with its chal-
lenges [7]. Due to the sudden rise of the pandemic and successive lockdowns, online 
education overlapped with face-to-face education. Thus, the institutions/universities 
used Learning Management Systems (LMSs) for the conduction of online classes 
[8]. Though online teaching is still going on in some places and somehow online 
education has taken place in parallel to face-to-face classroom education, it is debat-
able whether online teaching will successfully overlap face-to-face teaching in the 
future. Thus, assessing online teaching in different aspects like difficulty in handling 
LMS, satisfaction level in delivering lectures, satisfaction level in online evaluation, 
and getting information about grey areas in online learning may be pretty helpful for 
making strategies and planning for implementing future online education. 

GEHU adopted Moodle as LMS, keeping in view the various inbuild facilities 
of Moodle for the teaching–learning-evaluation process. Since different universi-
ties may have different models; thus, to assess a particular teaching and evaluation 
model, we have focused our study on GEHU. Faculty members were provided an 
online training in Moodle LMS. Course content including assignments, tutorials, 
and quizzes were developed in Moodle. Online classes were conducted in Microsoft 
Team (MS Team). Examinations were conducted in two parts; the first part included 
multiple choice questions (MCQ), and the second part included descriptive ques-
tions (DQ) using Moodle. For true evaluation of students, the ratio of MCQ and DQ 
components was kept at 40:60. A fixed time limit of three and half hours (half-hour 
for uploading answer sheets) was given to the students for submission of answers. 
It was a quite changed scenario for the education system. Thus, assessing the online 
teaching and evaluation process from faculties’ point of view is quite useful for 
further strategies. 

The emergence of the Internet and digital technology compelled the face-to-face 
education system to adopt new methodologies [5]. It has provided new dimensions
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to distance education. The change from distance education to online education, key 
turning points, and successes have been studied in [9]. Changing from traditional 
to online mode has its own impact [10]. It is important to understand the needs of 
students, particularly in online education [11]. Different variables based on students’ 
experience with online tutoring have been identified in [12]. Interaction has an impor-
tant role in learning outcomes in online education [13]. Online examination is also 
another important aspect as there are many issues like submission of answers, network 
connectivity, and vigilance during examination, etc. A discussion of the factors of 
the adoption of online examinations by students has been made in [14]. 

The adoption of a new system in place of a face-to-face education system to 
online education is a task full of challenges for faculty members [15]. For online 
teaching, faculty needs a different pedagogical approach in comparison to face-to-
face teaching [16]. Students’ satisfaction and proper evaluation under the various 
constraints are the main points of focus. Students’ satisfaction in online learning 
depends on the involvement and instructions of faculty [17]. Moodle provides various 
facilities for conducting online classes and is quite useful for the teaching process. 
The experiences of faculties on the first use of Moodle for classroom teaching and 
learning are discussed in [18]. The attitude of faculties of Jordanian universities in 
terms of various factors towards adopting an e-learning system is discussed in [19]. 
The influence of culture and language background on online teaching from a faculty 
point of view is studied in [20]. Some new concepts in online teaching are proposed 
in [21] provided. The online teaching, learning and examination model adopted by 
Mizoram University is presented in [22]. 

Assessment in online learning is also a matter of concern. Lack of invigilation and 
opportunity of cheating are some main issues in the online evaluation. Thus, making 
a robust design of online evaluation is a challenging task. In the research works [23, 
24], the authors suggested a computer-based model for assessment and found ease 
and playfulness are the effecting factors. Grey correlation method is used by [25] for  
online teaching resources. A model for timeliness evaluation in online learning is 
proposed in [26]. Self-evaluation of online teaching of faculty members is analyzed 
in [27]. Online assessment has its own challenges and hence it needs a lot of further 
research to find a proper method of true evaluation. Data science methods may play 
a significant role in suggesting the appropriateness of different processes in teaching 
and learning. 

The present study mainly focuses on the following research questions (RQs) from 
faculties’ point of view: RQ1: Is the difficulty level in handling Moodle was same in 
terms of creating courses, contents, assignments, Quizzes, MCQ and DQ? In which 
aspects difficulty level is considered high? RQ2: To know the role of previous aware-
ness/training programs in facing difficulties handling Moodle. RQ3: Is the satisfac-
tion level the same for online teaching in terms of content delivery, interaction with 
students, dealing with Students’ queries and regularity of students? In which aspects 
satisfaction level is high? RQ4: Is the satisfaction level is same in the two compo-
nents of evaluation MCQ and DQ? In which component satisfaction level is high.
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RQ5: Finding the grey areas in online teaching like interaction and communica-
tion gap, network connectivity, students’ evaluation, students’ regular participation, 
face-to-face interaction, competition among students, need for infrastructure etc. 

2 Methodology 

Here we describe the methodology used for conducting the research, i.e., the 
population and sample considered for the study, and tools used for data analysis. 

2.1 Population and Sample 

The data is collected from GEHU considering the faculty members of GEHU as the 
population which is around 400. Faculty members randomly and willingly partici-
pated in the survey; thus, it is a random sampling. A total of 104 faculty members from 
20 different departments participated in the survey. Among these faculty members, 
66 male, and 38 female; 74 Assistant Professor, 23 Associate Professor, and 7 Profes-
sors participated. The age group of participants was 25–55 years. An online survey 
was conducted among the faculty members of three campuses (Dehradun, Bhimtal 
and Haldwani) of GEHU using Google Forms from 5th July 2021 to 10th July 2021. 

The questionnaire contained five parts having questions on basic information, 
use of various software and hardware for conducting online classes, difficulty level 
in handling Moodle, satisfaction level of online classes, satisfaction level in two 
components of evaluation MCQ and DQ and finally, regarding the grey areas of 
online teaching. In the last four parts, the opinion of faculty members is asked on a 
0–10 point scale regarding their level of difficulty in handling Moodle and satisfac-
tion level in online teaching/satisfaction in evaluation/agreement with the grey areas 
considering 0 as minimum and 10 as the maximum level of agreement. The ques-
tionnaire contained 26 questions. The internal consistency of 20 questions (questions 
related to opinion on a 0–10 scale, other than basic information) is examined and 
found consistent (Cronbach’s Coefficient Alpha = 0.789). 

2.2 Tests and Methods 

We use basic descriptive statistics to display the outcomes of the study regarding the 
first part of the survey. To check whether the average difficulty level/satisfaction level 
in different aspects is equal or not, we use one-way analysis of variance approach 
(ANOVA). Further, to check which aspect is considered as the most significant, we 
use t-test and to check whether the average characteristic levels of two populations are 
same or not, we use paired t-test. Since the sample size is large enough, and for each
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of the variables, the population is the same; thus, the basic assumptions of normality 
and same population variance are satisfied. Further, to know the effectiveness of 
previous awareness (self or through training program), we find clustering patterns 
based on previous awareness and difficulty in handling LMS Moodle using K-Means 
clustering algorithm in Python. 

For different characteristics (difficulty level, satisfaction level, agreement level), 
the null and alternative hypotheses are as follows: H0 : Average characteristic levels 
in all aspects under study are equal, H1 : Average characteristic levels in all aspects 
under study are not equal. For checking whether a characteristic is highly considered 
or not, we use t test. Since the characteristic level is measured on an 11-point scale 
(0–10), where 0 indicates the minimum level of characteristic and 10 indicates the 
maximum level of characteristic; thus, a score more than seven is considered as a 
high level. Let µi denotes the population mean of ith characteristic, then the null and 
alternative hypotheses are as follows: 

H0 : µi ≤ 7 and H1 : µi ≤ 7 

we use these hypotheses for different research questions consistently. Similarly, for 
paired t-test, the hypotheses are as follows: H0 : The two population means are equal 
H1 : The two populations’ means are significantly different. We choose 5% level of 
significance for our analysis. 

3 Analysis  

Figure 1 shows the usage of different software/hardware for online teaching. From 
Fig. 1, we observe that PowerPoint is highly used for online classes. Further MS 
Word and Screen recorder are also used by majority of the faculty members. 

RQ1: Descriptive summary of different aspects is given in Table 1 and the results 
of ANOVA are given in Table 2. From Table 2, we observe that the p-value is greater

Fig. 1 Usage of different software/hardware for online teaching 
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than 0.05; thus, we fail to reject the null hypothesis and conclude that the difficulty 
level in all aspects is the same. This shows that difficulty level in different aspects of 
Moodle handling was equally considered. 

For the second part of RQ1, the basic statistics and p-value for the upper tail test 
are given in Table 3. From Table 3, we observe that p-values are greater than 0.05 in 
each case; thus, the null hypothesis cannot be rejected and therefore, we conclude 
that the difficulty level in different aspects of Moodle was not high. 

RQ2: We use an unsupervised learning method, the K-Means clustering method 
and find clustering patterns based on previous awareness and difficulty levels in 
handling Moodle. We use the Elbow method to find the optimum number of clusters. 
Figure 2 shows within-clusters sum of square (WCSS) distance for different number 
of clusters. From Fig. 2, we observe that from four clusters, the curve is going to be 
flattened; thus, we choose four clusters.

Figure 3 shows the clustering patterns based on previous awareness levels and 
difficulty levels in handling Moodle. The first cluster (red color), which includes 17%

Table 1 Summary of various aspects of difficulty in handing Moodle LMS 

Groups Count Sum Average Variance 

Course creation 104 293 2.82 5.35 

Content creation 104 302 2.90 5.29 

Assignment creation 104 283 2.72 5.27 

Quiz 104 320 3.08 7.22 

MCQ for exam 104 333 3.20 7.00 

DQ for exam 104 293 2.82 6.40 

Table 2 ANOVA for various aspects of difficulty in handing Moodle LMS 

Source of variation SS df MS F p-value 

Between groups 17.15 5 3.43 0.56 0.73 

Within groups 3763.15 618 6.09 

Total 3780.31 623 

Table 3 Basic statistics and p-value for different aspects of Moodle handling 

Course 
creation 

Content 
creation 

Assignment Quiz MCQ for 
exam 

DQ for 
exam 

Sample 
mean 

2.82 2.90 2.72 3.08 3.20 2.82 

Sample 
variance 

5.35 5.29 5.27 7.22 7.00 6.40 

t –18.43 –18.16 –19.01 –14.89 –14.64 –16.86 

p-upper tail 1.00 1.00 1.00 1.00 1.00 1.00 
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Fig. 2 The Elbow method 
for optimal number of 
clusters

of the faculty members from 30–40 age group, comprises the faculty members with 
less previous awareness of Moodle and faced above-average difficulty in handling 
Moodle. The second cluster, which includes 47% of the faculty members from each 
age group, comprises the faculty members who have a good level of awareness with 
Moodle and experience less difficulty in handling Moodle. The third cluster, which 
includes 17% of faculty members, comprises faculty members who have a good 
level of awareness of Moodle and experienced above-average difficulty in handling 
Moodle. Most of the faculty members in this group are middle aged with an average 
age of 36. The fourth cluster, which includes 18% of the faculty members from almost 
all age groups, comprises the faculty members having less than average awareness 
and less than average difficulty in handling Moodle. 

RQ3: We check whether the average satisfaction level of online teaching is the 
same in different aspects or not. A summary of different aspects is given in Table 4 
and results of ANOVA are given in Table 5. From Table 5, we observe that the p-value 
is less than 0.05, thus we reject the null hypothesis and conclude that the average 
satisfaction levels in different aspects are not the same.

Fig. 3 Clustering pattern 
based on awareness and 
average difficulty level 
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Table 4 Summary of various aspects of satisfaction level in online teaching 

Groups Count Sum Average Variance 

Content delivery 104 770 7.40 3.00 

Interaction with students 104 665 6.39 4.82 

Students’ query 104 743 7.14 3.85 

Regular attendance 104 650 6.25 5.41 

Table 5 ANOVA for satisfaction level in various aspects of online teaching 

Source of variation SS Df MS F p-value 

Between groups 98.83 3 32.94 7.71 0.00 

Within groups 1760.21 412 4.27 

Total 1859.04 415 

In order to find the aspect with a high satisfaction level, we use t-test. Basic 
statistics and p-value for the upper tail test are given in Table 6. From Table 6, we see  
that p-value is less than 0.05 only for the satisfaction level in content delivery; thus, 
we reject the null hypothesis, and we conclude that in online teaching, the satisfaction 
level is high only in content delivery. In all other aspects, the satisfaction level is not 
high. 

RQ4: For equality of satisfaction level in two aspects MCQ and DQ, we use paired 
t-test. The null and alternative hypotheses are as follows: H0 : There is no signif-
icant difference between the two population means and H1 : There is a significant 
difference between the two population means. Table 7 shows the results of paired 
t-test. From Table 7, we see that p-value is less than 0.05; hence, we reject the null 
hypothesis and conclude that the satisfaction level in the two components is not the 
same.

Further, to know the component of examination in which the satisfaction level of 
evaluation is high, Table 8 shows the basic statistics and p-values for the t-test. From 
Table 8, we observe that the p-value is more than 0.05 in each case; thus, we fail to 
reject the null hypothesis and conclude that the satisfaction level is not high in both 
evaluation patterns.

Table 6 Basic statistics and p-value for satisfaction level in different aspects of online teaching 

Content delivery Interaction with 
students 

Addressing 
students’ query 

Students’ regular 
attendance 

Sample mean 7.40 6.39 7.14 6.25 

Sample variance 3.00 4.82 3.85 5.41 

T 2.38 –2.81 0.75 –3.29 

p-upper tail 0.01 1.00 0.23 1.00 
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Table 7 Basic statistics and p-values for paired t-test 

S_MCQ S_DQ 

Sample mean 7.04 6.38 

Sample variance 5.32 6.35 

Df 103.00 

t 4.11 

p(T < = t) two-tail 0.00

Table 8 Summary of t-test for satisfaction in evaluation 

Satisfaction level in MCQ exam pattern Satisfaction level in DQ exam pattern 

t 0.17 –2.53 

p-upper tail 0.43 0.99 

Table 9 Summary of t-test for acknowledging grey area of online education 

Grey areas Sample mean Sample variance t p-upper tail 

Interaction and communication 6.34 4.21 –3.30 1.00 

Network connectivity 6.29 5.08 –3.22 1.00 

Students’ evaluation 5.93 4.22 –5.30 1.00 

Students’ regular participation 6.17 4.47 –3.99 1.00 

Face-to face interaction 6.62 5.37 –1.69 0.95 

Competition among students 6.04 5.28 –4.27 1.00 

Infrastructure 5.43 5.72 –6.68 1.00 

RQ5: To find the areas considered high grey areas in online teaching, we provided 
a list of grey areas like lack of interaction and communication, poor network connec-
tivity, improper students’ evaluation, lack of students’ regular participation, compe-
tition among students, lack of face-to-face interaction during teaching and lack of 
infrastructure for the opinion of faculty members. Table 9 shows the summary of 
t-test. From Table 9, we observe that no area is considered a high grey area but from 
the sample mean, we observe that the most considered grey areas were face-to-face 
interaction, followed by interaction and communication, network connectivity, and 
students’ regular participation. 

4 Discussion 

The present study was conducted to know faculties’ perspectives on online teaching 
regarding the difficulty in handling Moodle, satisfaction level in online teaching, 
satisfaction level in two components of the examination, and knowing the grey areas
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of online teaching. We found that faculties experienced equal difficulty in different 
aspects of Moodle handling and none of the aspects is considered highly difficult; it 
is a good sign for the future of online teaching that new technology can be adopted 
easily. This also indicates that any further improvements in Moodle for the betterment 
of online teaching can be adopted quickly. 

The clustering pattern based on previous awareness and difficulty levels shows 
that previous awareness/training program has an influential role in experiencing less 
difficulty handling Moodle, which is ultimately beneficial for students in online 
learning. The third cluster is quite crucial for further research to know the reasons 
behind experiencing above-average difficulty despite having a good awareness of 
Moodle. There is a need to sort out these deficiencies for achieving the goals of 
online education in a holistic manner. The fourth cluster is also essential for further 
research to know the additional skills of the faculty members who have experienced 
less difficulty despite having less awareness of Moodle. 

For a faculty, satisfaction in his/her teaching in different aspects like content 
delivery, students’ participation, interaction with students, query solving etc. are 
quite necessary. We found that satisfaction level is high in content delivery only and 
other important aspects are lacking which is a real concern in online teaching. 

The satisfaction level in the two components of evaluation MCQ and DQ is not 
equal and further in both components, the satisfaction level is not high. Based on 
the average satisfaction level in the two components of evaluation, we found that 
satisfaction in MCQ is a little higher than DQ. 

Finally, lack of face-to-face interaction, lack of interaction and communication, 
poor network connectivity, and students’ irregular participation were found some 
grey areas in online teaching which need to be addressed. 

5 Conclusion 

The present study was an effort to assess various aspects of online teaching in higher 
education with respect to the faculties’ point of view by considering the model 
adopted by GEHU. There are fewer studies considering the faculties’ perspective, 
keeping this in mind, the present study is conducted to know faculties’ point of view 
regarding online teaching. The study reveals that a new technology can be adopted 
easily but there are other aspects which need to be taken care of. The findings show 
that high satisfaction is missing from faculty’s point of view in different aspects of 
online teaching and evaluation which is a matter of real concern; hence the findings 
suggest a major improvement in the methodology of online teaching and evaluation 
process. Since for other universities, the online teaching model may be different, 
thus the research is limited to one university only. This is the limitation of the present 
work. In the future, a generalized survey of online teaching may be conducted by 
including the faculties of various universities.
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An Image-Based Automated Model 
for Plant Disease Detection Using Wavelet 

Aditi Ghosh and Parthajit Roy 

Abstract The popularity of using automated models in every sector is increasing 
day by day. Developing an automated model to recognize various diseases in plants 
from leaf images is the main focus of this research study. Various diseases can occur in 
plants during their entire lifetime. Automated identification saves time and eliminates 
human intervention. This study uses image segmentation to separate affected and 
unaffected regions from leaf images. The discrete wavelet transform has been used 
to take out significant patterns from images. Local binary pattern has also been used 
as a texture feature descriptor. The study shows a significant improvement in accuracy 
using these feature combinations. To train and test the model, a benchmark data set 
has been used. The efficiency of our model outperforms state-of-the-art models in 
comparison. The efficiency of our model is 95.08%. 

Keywords Plant disease detection · Machine learning · Deep learning · Artificial 
neural network · Image processing · Discrete wavelet transform 

1 Introduction 

An impairment that prevents a plant to perform its normal function is called plant 
disease. Plant diseases develop due to specific conditions. These are host plants, the 
presence of pathogens, and favorable environmental conditions [ 1]. Pathogen is an 
organism that can cause disease. These can be fungi, viruses, bacteria, nematodes, 
etc. The most common fungal diseases are Leaf Blight, Leaf Spot, Rust, Downy 
Mildew, Powdery Mildew, etc. Some of the bacterial diseases are bacterial Leaf 
Blight, Leaf Streak, Leaf Spot, Rot, etc. Mosaic, Spotted Wilt, etc., are the diseases 
caused by viruses [ 1, 2]. Along with pathogens, some environmental factors such 
as temperature, humidity, soil moisture, soil pH, etc., are also responsible for the 
diseases to occur. This study deals with identifying different diseases of grapes. 
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(a) (b) (c) (d) 

Fig. 1 a Healthy grape leaf. b Black measles containing tiger strip pattern. c Red to brown  spot  in  
leaf blight. d Black rot containing dark brown spots 

Isariopsis [ 3], Esca [ 4] and Black Rot [ 5] are the most common diseases that can 
be seen in grapes. Isariopsis is a kind of leaf spot that can be seen in the presence 
of the fungi Pseudocercospora vitis. Lesions found due to this disease are dull red 
to brown in color with irregular patches. Later these lesions turn black. The fungi 
Phaeoacremonium aleophilum and Phaeomoniella chlamydospora are the pathogen 
of Esca that is popularly known as Black Measles. This disease is also known as 
grapevine trunk disease. Interveinal striping that forms a tiger strip pattern is the 
main symptom of this disease. The color of the lesions is yellow-brown or red-
brown. The fungi Guignardia bidwellii is the pathogen of Black Rot. The lesions 
are small brown circular spots surrounded by black margins. Figure 1 shows healthy 
grape leaf and leaf affected by Esca, Isariopsis, and Black Rot respectively. 

Manual identification of these diseases is a tedious and time-consuming task. It is 
not always possible for farmers to correctly detect a particular disease without domain 
experts. Sometimes, for the domain specialist, it becomes too tough to distinguish 
the diseases because of various complications. More than one disease can have the 
same symptoms or a particular disease can have various symptoms. These things can 
be eliminated through the application of an automated model. From the discussion 
of the literature review, it has also been found that the accuracy of the models was 
not so high, and the feature vector’s dimension is also high. So there is still a need for 
improvement in this area. Here, we have developed an automated model to recognize 
various diseases of plants from leaf images. 

Machine Learning (ML) [ 2] is the central idea of any automated model. The 
present study is also based on ML technology. Discrete Wavelet Transform (DWT) 
has been applied to extract the most important pattern from the images. Local Binary 
Pattern (LBP) has also been used as a texture feature descriptor. The novelty of this 
study is the use of a minimum number of features from the spatial and frequency 
domain together. The main contribution of this study is to make a minimum set of 
features with high efficiency using the trial and error method. 

In this domain, there are some research studies developed by the researchers 
have been discussed now. Hasan et al. [ 6] developed a model for grape leaf disease 
recognition using Convolutional Neural Network (CNN). They used the Plant Village 
data set of grape leaves. Three diseases of grapes were identified. The accuracy rate 
of their model was 91.37%. The same type of diseases of grapes were classified 
by Sonar et al. [ 7]. They achieved 93.03% accuracy from Support Vector Machine
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(SVM). A lightweight CNN model was developed by Lin et al. [ 8]. In this model, 
the accuracy was 86.29%. Padol et al. [ 9] introduced a model for the same using 
SVM. Image segmentation was used in their study. They worked on classifying 
two types of diseases Downy Mildew and Powdery Mildew. The efficiency of the 
model was 88.89%. A model for identifying tomato leaf disease was introduced by 
Sabrol et al. [ 10]. They have also used image segmentation. Then after extracting 
features, a decision tree classifier was used and the accuracy rate was 78%. Ghosh 
et al. [ 11] proposed an automated model to recognize plant diseases using deep 
learning. They worked on the two species of potato and grape. Using CNN the overall 
efficiency was 87.47 and 91.96% for potato and grape, respectively. The same authors 
worked on automated disease detection on apple leaf [ 12] using ANN. Authors in 
[ 13] worked on Plant disease detection using drones in precision agriculture. The 
Phalaenopsis seedling disease detection model was proposed by Huang [ 14]. Three 
types of diseases were recognized by this model. Back Propagation Neural Network 
(BPNN) has been used with an average efficiency of 89.6%. Authors in [ 15] worked  
on automated plant disease classification using a vision transformer. This model used 
the concept of deep learning. A 15-layer CNN model was introduced by Ferdouse et 
al. [ 16] to recognize tomato leaf diseases. However, accuracy was not significant. It 
was only 76%. A model to detect Downy Mildew disease present in grapes has been 
proposed by Kole et al. [ 17] based on the fuzzy importance factor. The success rate 
of the model was 87.09%. 

Various research studies on automated plant disease detection have been discussed 
above. But there are some drawbacks to each one due to which research is still going 
on in this domain. The aim of our study is to develop an automated model for 
recognizing grape diseases that overcome the limitations of existing models. 

Till now, we have given an introduction and literature review on automated dis-
ease detection through leaf images. The remaining sections of the study have been 
organized as follows. Section 2 describes the proposed model and the experimental 
setup is given in part 3. The experimental findings of our study have been thoroughly 
analyzed in Sect. 4. In the end, the conclusion has been drawn. 

2 Suggested Model 

Our proposed model consists of some sequence of steps. Each step has been described 
below. 

2.1 Image Acquisition 

All the affected and healthy leaf images used in this study have been gathered from the 
most popular Plant Village data set [ 18]. This data set is one of the most popular data
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sets, available in the public domain containing several disease-affected leaf images 
of different crops and fruits. It also contains healthy leaf images of each category. 

2.2 Image Pre-processing 

To obtain better performance, some pre-processing on the images is needed. This is 
the next phase in our research work. The data set contains RGB color images. All 
these images have been converted to grayscale images for the feature extraction step. 
The mathematical equation for conversion into a grayscale image has been shown in 
Eq. 1 [ 19]. The outcome of this step has been shown in Fig. 2. 

.G = α + β + γ (1) 

where .α = 0.2989 ∗ R, .β = 0.5870 ∗ G and .γ = 0.1140 ∗ B. 

2.3 Image Segmentation 

Disease-affected regions of an image contain the most useful information in order 
to detect diseases from the image. To extract only the disease-affected region from 
the whole image, segmentation has been done in this study. Image segmentation is 

(a) (b) 

(c) (d) 

Fig. 2 Outcome of image pre-processing of each disease type and healthy leaf. a, b, c, and  d 
represent Isariopsis, Esca, Black Rot, and Healthy Leaf, respectively, with their corresponding 
grayscale images
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nothing but the grouping of pixels together with similar attributes. Here, K means 
clustering [ 2] has been used for image segmentation. The outcome of image seg-
mentation for each type of disease has been shown in Fig. 3. These figures show 
only the disease-affected area which contains more useful information for further 
processing. The number of pixels in the affected regions has been computed and 
taken as a feature. 

2.4 Feature Extraction 

This study presents a combination of some spatial features and frequency domain 
features. LBP and color features have been used as spatial features. DWT has been 
used as a frequency domain feature. It is done on a grayscale image. 

Discrete Wavelet Transform DWT [20] is one of the most important transformations 
that has been applied extensively in image processing. Information present in an 
image after DWT can be divided into approximation and details discrete components. 
Application of the high- and low-pass filters divides the image into high- and low-
frequency components, respectively. The detail coefficients carry the high-frequency 
elements, while the low-frequency portion is known as approximation coefficients. 
The overall trend of pixel values can be obtained from approximation coefficients 
(LL sub-band), whereas the detail coefficients represent horizontal (HL sub-band), 
vertical (LH sub-band), and diagonal (HH sub-band) coefficients. All these four 
sub-bands can be obtained from the following equations: 

.LL = ψ(a, b) = ψ(a)ψ(b) (2) 

.LH = χH (a, b) = χ(a)ψ(b) (3) 

.HL = χV (a, b) = ψ(a)χ(b) (4) 

.HH = χD(a, b) = χ(a)χ(b) (5) 

where .χH ,.χV and .χD measure intensity variations along horizontal, vertical, and 
diagonals. 

The DWT of an image . f (a, b) of size E*F can be obtained from the following 
equations: 

.Wψ( j0, e, f ) = 1√
EF

E−1∑

a=0

F−1∑

b=0

f (a, b)ψ j0,e, f (a, b) (6) 

.Wi
χ( j,e, f ) = 1√

EF

E−1∑

a=0

F−1∑

b=0

f (a, b)χi
j,e, f (a, b) (7)
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(a) (b) 

(c) (d) 

(e) (f) 

(g) (h) 

(i) (j) 

(k) (l) 

Fig. 3 Outcome of the image segmentation of each disease type. a–d represent Esca with its cor-
responding disease-affected area, e–h represent Isariopsis with its corresponding disease-affected 
area, i–l represent Black Rot with its corresponding disease-affected area
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Fig. 4 Outcome of the first level approximation, horizontal, vertical, and diagonal coefficients, 
respectively, of a sample image of Esca 

where .i = H, V, D. 
The approximation coefficient (LL sub-band) can be further decomposed into the 

next level of transformation and the same four respective sub-bands can be obtained. 
In this study, three level of decomposition of the images has been done to obtain the 
coefficients. The result of the first level decomposition has been shown in Fig. 4. 
Four figures that have been shown in Fig. 4 represent the first-level approximation, 
horizontal, vertical, and diagonal coefficients, respectively. 

Local Binary Pattern Each image carries some patterns based on different charac-
teristics like smoothness, roughness, etc. This is referred to as image texture which 
is based on spatially structured pixel intensity values. There are so many texture 
feature descriptors (like Histogram of oriented gradients, Pyramid histogram of ori-
ented gradients, Local Binary Pattern (LBP) [ 21], Gray-Level Co-occurrence Matrix 
(GLCM) [ 20], etc.) that are used extensively in texture classification. In this study, 
the LBP texture feature has been taken for classification. LBP has been applied to 
segmented images. Figure 5 represents the LBP of different types of diseases and 
healthy leaves after segmentation. 

An image can be represented locally through an LBP feature descriptor. In the 
present research work, a 5*5 neighborhood with 16 sample points has been taken to 
extract the LBP code. Equation 8 has been used to represent the decimal value of the 
LBP code located at pixel position .(pc, qc). 

.LBPS,R(pc, qc) =
S−1∑

s=0

f (is − ic)2
S (8) 

(a) Isariopsis (b) Esca (c) Black Rot (d) Healthy Leaf 

Fig. 5 a LBP of Isariopsis. b LBP of Esca. c LBP of Black Rot. d LBP of Healthy Leaf
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Here, (S, R) has been used to represent S sampling points within the neighborhood of 
radius R. The notation. is has been used to represent gray values of those S sampling 
points and .ic has been used to represent gray values of the central pixel within 
each neighborhood. The energy and entropy have been computed from this feature 
descriptor. 

2.5 Classification 

After completion of all the above steps classification has been done using ANN. 
There are three hidden layers, one output layer, and one input layer that have been 
used in this study. 

3 Experimental Setup 

Now, the next phase is to analyze the efficiency of our model. This section presents 
a brief illustration of the data set, accuracy measurement indices, and a comparative 
study of the suggested model with others already in use. 

Data Set: Plant Village data set [ 18] is one of the most popular benchmark data sets 
which is available in the public domain and contains a huge collection of disease-
affected leaf images of several crops and fruits. For training and evaluating the model, 
images of disease-affected and unaffected grape leaves have been used in this study. 
In this data set, there are 4063 RGB grape leaf images of dimension 256*256, out of 
which the number of healthy leaves is 423. The presentation of this data set is given 
in the Table 1. The train–test ratio of the data set has been taken as 80:20. 

Standard Indexes: In this study, the performance of the model has been measured 
through standard indices like Precision, Recall, and F1-score. These indices work 
well for the imbalanced data set. Mathematical equations of these three indices have 
been given in Eqs. 9, 10 and 11. 

.Precision = T P

(T P + FP)
(9) 

.Recall = T P

(T P + FN )
(10) 

.F1_Score = 2 ∗ (Precision ∗ Recall)

(Precision + Recall)
(11) 

where.T P ,.FP , and.FN are the acronyms for True Positive [ 22], False Positive [ 22], 
and False Negative [ 22], respectively.
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Table 1 Presentation of the data set. Total number of healthy and unhealthy grape leaf was 4063. 
Train–test ratio is 80:20 
Disease 
name 

Image samples for each class Sample size Sample size for 
training 

Sample size for testing 

Isariopsis 1076 856 220 

Black rot 1180 934 246 

Esca 1384 1120 264 

Grape 
healthy 

423 340 83 

Fig. 6 Accuracy 
comparison of our model 
with CNN-1 [ 8], SVM-1 [ 9], 
CNN-2 [ 6], CNN-3 [ 11] and  
SVM-2 [ 7] 

Comparison with other models: This section compares our model with state-of-
the-art models. A corresponding graphical representation has been shown in Fig.6. 
In all the models, grape leaf disease has been used. Figure 6 shows that our model 
outperforms all the existing models shown in the graph. 

4 Experimental Findings 

The experimental findings of our study have been analyzed in this section. The overall 
efficiency of our model is 95.08%. Precision, Recall, and F1-score have been used 
to measure the efficiency of the study. From Table 2 it is clear that the maximum 
Precision has been achieved in the case of a healthy leaf, showing low false positive 
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Table 2 Details of three performance measurement metrics in each category 
Disease 
name 

Image sample for each class Precision Recall F1 score 

Isariopsis 0.98 0.99 0.98 

Black rot 0.93 0.92 0.92 

Esca 0.94 0.94 0.94 

Healthy 
leaf 

0.99 0.96 0.98 

rates. On the other hand, the highest Recall has been achieved in the case of Leaf 
Blight, showing low false negative rates. In the case of Black Rot, the lowest Precision 
and Recall have been achieved. This indicates a high false positive and false negative 
rate. This is also clear from the confusion matrix shown in Fig. 7. Diagonal entries 
in the confusion matrix of Fig. 7 represent total true positive cases in each class. 
The sum of each row excluding the true positive value represents the total number of 
false negative values in each case. However, the sum of each column excluding the 

Fig. 7 Confusion matrix of 
our model with leaf blight, 
black rot, and black measles 
along with healthy leaf 
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true positive value represents the total number of false positive values in each case. 
For example, the total number of true positive cases that occurred in Leaf Blight is 
218. False positive in this case is .(3 + 2) = 5 and false negative is only 2. 

5 Conclusion and Future Scope 

An automated model to recognize various diseases of plants from leaf images has 
been developed in this study. Healthy and disease-affected grape leaf images have 
been used for classification. Image segmentation has been applied to obtain disease-
affected regions using K means clustering. DWT has been used to take out the most 
appropriate features along with LBP feature descriptors. These feature combinations 
in the spatial domain and frequency domain give better results in terms of accuracy. 
It has been seen that our model achieved 95.08% accuracy which outperforms all 
the existing models shown in Fig. 6. One of the main drawbacks of our model is that 
only plain background has been considered. An automated disease detection model 
with complex background can be interesting research work. 
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Computer Vision Assisted Bird–Eye 
Chilli Classification Framework Using 
YOLO V5 Object Detection Model 
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Abstract A computer vision-based bird-eye chilli sorting system has become essen-
tial due to the rising demand for quality verification and effective sorting of chilli 
products. The quality of bird-eye chilli, or ‘kantari mulaku’, directly affects the 
flavour and is a highly sought-after ingredient in many different cuisines around the 
globe. Computer vision technology-based automated sorting systems can precisely 
recognize and categorize chillies based on various quality factors like size, shape, 
colour, and texture. Additionally, computer vision-based sorting systems are perfect 
for large-scale production facilities because they can constantly run for prolonged 
periods with little supervision. This paper describes a method for categorizing bird-
eye chilli using a 3 DOF robotic manipulator and the You Only Look Once-V5 
object recognition algorithm. Images of bird-eye chillies in various orientations and 
settings make up the dataset used in this research. This dataset was used to train 
the algorithm, and the model successfully identified and classified bird-eye chilli. 
The chillies were then grabbed by a robotic manipulator and sorted according to 
their degree of maturity. The proposed approach obtained an average precision of 
0.90 and a mAP of 0.94. Chillies can be graded with high precision, consistency, 
and efficiency using a robotic manipulator, which boosts output and lowers human 
error rates. The developed YOLO V5 framework is deployed in Raspberry Pi 4B 
graphical processing unit, verifying the efficacy. The outcomes of this work show 
how successfully classifying bird-eye chilli using YOLO V5 can be applied in the 
food and agricultural industries. 
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1 Introduction 

One of the most significant challenges is meeting the world’s growing population 
with enough sustenance. The time and money producers spend getting their fresh 
fruits and veggies to market are primarily concentrated on harvesting, processing, and 
packaging. Products must be sorted and graded in the processing and manufacturing 
industries for business and production reasons. The demand for automatic screening 
and classification systems has increased recently to reduce waste during gathering, 
manufacturing, and distribution [1]. Among the many names for the bird-eye chilli 
known as Capsicum annuum, or kanthari mulaku is one of the most well-known. 
It is used as a flavouring and hunger stimulant in cooking and in traditional plant 
medicine, particularly in South Asia. Its medical advantages include: lowering blood 
pressure, and cholesterol levels, treating and preventing cardiac problems, assisting 
with weight reduction, clearing the airways, and stimulating the digestive system [2]. 
A quicker metabolism and lower cholesterol level help reduce the risk of heart failure, 
vessel blockage, and other cardiovascular problems [3]. Bird’s-eye chilli, particularly, 
has been shown to kill cancer cells without affecting healthy ones. Bird’s-eye stew has 
numerous health benefits, including protecting eyesight owing to its high vitamin B2 
content. Because of these qualities make bird-eye chilli more desirable than regular 
green chillies. The worldwide price edge for high-quality goods has increased the 
value of picking, organizing, and classifying bird-eye chillies. Consumers are likelier 
to buy a product with a consistent look and feel. Manually picking and arranging chilli 
peppers is a laborious process. Using qualified examiners to select and sort chillies is 
one approach; however, this technique is prone to bias. Due to their curative qualities, 
bird’s-eye chillies are in great demand internationally. 

Smart farming, which uses various automated systems to boost output and quality 
while decreasing the need for human intervention, is one example of automation 
in the agricultural sector [4]. Since bird’s-eye chillies are small, gathering them 
automatically presents a significant task. Chillies, both red and green bird’s-eye, 
are still graded and sorted today, but the process is entirely physical and based on 
ocular inspection. The limitations of the human vision system, witness weariness, 
and differences in opinion regarding quality all work against the reliability of this 
approach [5]. The time it takes to sift through the chillies and determine their quality 
can impact the final product. Before the chillies can be correctly organized, this must 
be expected by employing a process and using instruments for early decision-makers. 
A quicker post-harvest processing system with a low mistake rate is required to help 
normalize and equalize opinions on the quality of classification and chillies rating 
among all stakeholders. Image analysis is one alternative technology that can be used 
to evaluate things like height, colour, substance, bodily power, scent, and handling. 
The primary benefits of image processing that have been stressed in workplaces and 
sectors are mechanization, quick filtering, and reduction of human mistakes. The 
suggested sorting system, which uses computer vision, is anticipated to provide a 
permanent and effective answer for separating and making early decisions regarding
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the grade of red jalapenos. The following are efforts made by the suggested computer 
vision system running on a Raspberry Pi 4B computer:

• Development of a YOLO V5 framework for the real-time detection of red and 
green bird-eye chillies using a computer vision framework.

• Development of an automated sorting machine using Raspberry Pi 4B GPU 
hardware. 

2 Related Work 

Classifiers like the Support Vector Machine (SVM) and the k-Nearest Neighbour (k-
NN) are just two examples of how machine learning is applied outside of agricultural 
tracking to handle categorization issues in picture processing and object recognition 
[6]. In addition, machine learning models have demonstrated remarkable success in 
a variety of contexts when it comes to accurate object classification. Even more so, 
they have enormous analytical promise in agribusiness. Automating technologies to 
improve productivity and reduce labour costs is a pressing need in today’s facto-
ries, where organizing products is a tedious and time-consuming process. Automatic 
object classification based on hue and height was a topic of discussion by Abu Salman 
Shaikat et al. [7]. Computer Vision (CV) arranges objects by colour, while the Haar 
cascade technique organizes them by height. To accomplish this, an artificial limb 
with six degrees of freedom is used in conjunction with computer vision. 

Technologies that could improve phenotyping and tracking total plant develop-
ment are the focus of a new study by Chanchal Gupta et al. [8]. In this case, the 
height and breadth of jalapeno plants in the yard are measured using a real-time 
picture analysis method. The RMSE determines the quality of the Open CV modules 
and the PyCharm Editor. Md. Abdullah et al. [9] argue for using an automatic method 
to classify objects according to their hue, form, and size. This study uses a PixyCMU 
video sensor to identify objects based on their hue. The outline function determines 
the object’s dimensions and form. To improve the efficiency of the pick-and-place 
sorting process, an autonomous arm equipped with a stepper motor and other neces-
sary components has been created. Lennon Fernandes et al. [10] present a robotic 
arm-based mechanization for speedy and accurate colour and shape-based object 
categorization. The modified border fill method is used to determine the outlines, and 
the Douglas-Peucker algorithm is used to identify the forms within the boundaries. 

Using convolutional neural network designs, Juan Daniel et al. [11] created a 
method to improve the effectiveness of quality assurance checks, particularly for 
identifying bruises. The system uses a combination of near-infrared and colour 
CMOS sensors, each lit by a different light. A computerized tomato sorting system 
was created to eliminate the human mistake that occurred when physically separating 
tomatoes by colour. Two TCS3200 RGB Colour Monitors are used in the suggested 
system to determine whether or not a tomato is ready for consumption. Colour, form, 
and HOG (History of Gradient) are just some image processing characteristics that 
can be used to categorize fruits and veggies [12].
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Since farming accounts for the primary source of income in India, improvements 
in agricultural technology are particularly pressing there. This could improve farm 
productivity while reducing expenses [13]. Sorting algorithms have a high rate of 
erroneous positive detections, AI functions are severely restricted, and there is no 
readily replaceable colour sensor, just a few restrictions. We built a YOLO V5 frame-
work to overcome these obstacles and deployed it in Raspberry Pi 4B computer to 
organize bird’s-eye chillies in real-time. The developed computer vision-assisted 
robotic system uses an autonomous tool to inspect and grade chillies as they move 
along a moving line for differences in hue. 

3 Methodology 

Research in computer vision and machine learning has lately focused on bird’s-
eye chillies because of their widespread appeal and distinctive qualities. Specifi-
cally, bird’s-eye chillies have been categorized using the YOLO V5 object recogni-
tion model’s size, form, and colour analysis. YOLO is a cutting-edge paradigm for 
object recognition that has found widespread application in research and commercial 
settings [14]. YOLO is built to be quick and precise, setting it apart from other object 
recognition algorithms and making it suitable for real-time uses like driverless cars 
and monitoring systems [15]. Counting bird’s-eye chillies is recognizing and tallying 
such peppers through machine learning and computer vision. In this article, we’ll 
look into using the YOLO object recognition algorithm to tally bird’s-eye chillies. 

The YOLO object recognition algorithm for counting bird’s-eye chillies begins 
with generating a labelled image collection. This is done by taking images of bird’s-
eye chillies at various phases of development and annotating them with bounding 
frames that pinpoint the chillies within the image. Using this data, we train the YOLO 
algorithm to identify bird’s-eye chillies in images. A labelled image collection is 
needed for YOLO to be useful for bird’s view chillies classification. Ideally, the 
collection would include many different types of chillies images, each annotated to 
correctly identify the size, colour, and form of the pepper depicted. Both human 
labelling and current annotation tools that autonomously identify and name items in 
images can be used to make comments. The YOLO model can be taught in a deep 
learning system like TensorFlow once a labelled sample is made accessible. 

During training, a deep neural network is fed the information and taught to identify 
the relevant Chillies’ characteristics for categorization. A high degree of precision 
on the training and confirmation data is the goal of this procedure, which is done 
repeatedly until it is reached. The learned algorithm can then be used to label fresh 
pictures of chillies. The YOLO model accepts a picture as input and outputs a collec-
tion of bounding boxes that identify the locations of items in the image. The model 
supplies a likelihood value for each enclosing area that represents the certainty of 
the discovery. Despite the presence of other items in the frame, the YOLO model is 
still able to identify bird’s-eye chillies accurately. Farmers who want to keep an eye 
on their chillies plants and know how much they’ll produce will find this helpful aid.
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Fig. 1 YOLO powered bird-eye chillies classification and sorting system using computer vision 
and Raspberry Pi 4B computer 

Counting bird’s-eye chillies with the YOLO approach is more efficient for growers 
than traditional hand techniques. 

3.1 Architecture of the Proposed System 

The proposed mechanism is depicted in detail in Fig. 1. The system’s computer 
vision technology includes colour recognition and the separation of green and red 
chillies via a YOLO-powered architecture. The device can conduct classification 
using a motorized tool and a mechanical actuator operated by a Raspberry Pi 4B. We 
suggest an autonomous tool for the farming sector that can automatically grade and 
arrange chillies by colour. The proposed system uses a YOLO architecture for quick 
red and green bird’s-eye recognition using computer vision. Controlling the location 
of an autonomous tool is a frequent application for the Raspberry Pi 4B, one of a 
series of tiny single-board processors. Using a set of 5 reference photos, the system 
compares the real-time photographs to locate each chillie. 

Figure 2 illustrates the labelling and training procedures required to generate data 
sets. To train a classification model, we must first gather many pictures of chillies 
and manually name each one by drawing a rectangle around each one with labelling 
software. Each picture with its respective class labelled in red and green chillies 
is turned into a text file. Then, the Google Colab tool is used to teach these data. 
Following the completion of training, a weight_chilli weights file is produced.

We have used 739 pictures of red and green chillies to build a collection for 
this algorithm. Using the Labelling program, we changed each picture and assigned 
it a new category description. The labelled images will be stored in the specified 
place and transformed into a Word document without further intervention, as the 
labelling process will automatically generate both files. An archive containing both 
the Word document and its accompanying photographs is created. The compressed 
file is submitted to a Google Drive subdirectory, and the images are trained with 
the Google Colab GPU platform [16]. A collection by training these images and 
loading the required tools into Google Colab supports GPU processing. To make a 
comparison between the recorded image and the learned dataset, the former is used. 

In conclusion, using the YOLO object identification method, bird’s-eye chillies 
can be sorted by size, colour, and overall look. The YOLO model could be a valuable
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Fig. 2 Control flow of dataset labelling and dataset creation

tool for keeping track of food quality and figuring out how long fragile things can 
be kept by taking advantage of annotated datasets and deep learning frameworks. It 
has a lot of possible applications, including in veggie farming, food processing, and 
food preservation [17]. 

4 Experimental Setup 

It is critical to develop a conveyor-based automated system for sorting. Hand sorting 
is more expensive because of the time and tools needed to complete the task. There-
fore, overall expenditures will rise. Many local companies have begun adopting 
automation to increase efficiency and cut costs. 

The sorting machine comprises a conveyor belt, a stepper motor to turn the belt, 
and a camera that captures photos of the chillies. The camera is stabilized by a stand 
and placed above the sorting engine. The precision suffers because of the shaking. 
Red and green peppers are separated using a camera and a Raspberry Pi to distinguish 
between the two. The Raspberry Pi is the central component of the sorting system 
and is responsible for managing all of the data used in the process. The CSI camera 
scans chillie peppers as they move along the conveyor line. The red chillies go to the 
left, the green chillies go to the right, and the defective chillies and other goods move 
straight, all thanks to the Raspberry Pi 4B that sends signals to the sorting motor. 
And with the same camera, we can do a split tally of both red and green chillies. 
Real-time images are compared to a dataset to determine the chillies’ quality. Size, 
shape, colour, and physical deformations are just some of the measures of physical
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characteristics considered when assessing chilli for quality. Previous images are used 
to identify and categorize the real-time captured images into red and green chillies. 
Bounding bars are used to locate the chilli peppers. The numbers of red and green 
chillies were determined by counting the contents of their corresponding bounding 
boxes. 

A computer vision camera is used to identify the chillies as they move along 
the conveyor belt. A robotic manipulator classifies these chillies by colour. After 
a quality review of the detection is performed, the previously trained dataset can 
identify red and green chillies. Low-quality chillies are passed through a conveyor 
line and eliminated, while high-quality red and green chillies are sorted to separate 
piles. 

In Fig. 3, red chillies are detected using bounding boxes, which can be seen 
around each identified chillie with their respective colour labelled on top. This is 
done by comparing the real-time image captured with the pre-trained models; about 
739 images were trained. It also gives information about the total number of chillies 
present in each image and also gives the exact number of green and red chillies 
present in each image.

From Table 1, we can identify the red chillies and green chillies and their accuracy. 
The first column shows the number of chillies in an image, the second column 
gives the number of chillies identified in each image, and the last column shows 
the accuracy percentage. We can understand that the accuracy of chillies identified 
decreases with the total number of chillies present. If the number of chillies is less, 
the system could give an accuracy of about 100%. The decrease in accuracy may be 
due to the broken-off chillies or physically damaged chillies; the blurred images can 
also cause a decrease in accuracy.

At the first attempt, the total number of red chillies present in the images was 15, 
and the number of chillies identified was 13, which gives an accuracy of 86.66%. 
For the green chillies in its first attempt, the total number of green chillies present 
is about 14, out of which 13 are identified, and this detection gives an accuracy of 
92.85%. At the fourth attempt of both red and green chillies, the total number of 
chillies is less, and therefore, the number of identified chillies is more or almost all 
chillies are identified, which gives a high accuracy percentage. For the red chillies, 
we get an average accuracy of 94.39%, and for green chillies, the average accuracy 
rate is about 94.365%. 

5 Conclusion 

This paper exhibits the design and development of a computer vision-based robotic 
manipulator for the agriculture industry. It uses computer vision technology that 
uses the YOLO V5 framework for real-time detection of red and green bird-eye 
chillies. The architecture of the proposed system uses a Raspberry Pi 4B to control the 
complete identification and sorting process. The real-time identified data is compared 
with the trained database by the YOLO framework. In comparison, red and green
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Fig. 3 Detected images with bounding box having information about the total number of chillies 
and number of chillies based on their colour respectively

Table 1 Accuracy of bird-eye chillies detection 

No. of 
attempts 

No. of red chillies No. of green chillies 

Actual no. 
of chillies 

No. of 
identified 
chillies 

Accuracy 
(%) 

Actual no. 
of chillies 

No. of 
identified 
chillies 

Accuracy 
(%) 

1 15 13 86.66 14 13 92.85 

2 11 10 90.90 13 11 84.61 

3 9 9 100 8 8 100 

4 6 6 100 5 5 100 

Average 
accuracy 

94.39% 94.365%
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chillies are identified; the robotic manipulator sorts them. The servo motor in the 
manipulator helps in the sorting process; the Raspberry Pi controls the servo motors in 
the manipulator it acts as the control unit and sorts the chillies based on the identified 
colour. The systems perform the sorting of red and green chillies to a predefined 
place and also do a quality check using the same chillies detection method. When 
implemented, this system could help farmers do the tedious task without human 
interference for hours. This technology without the Raspberry Pi architecture could 
also benefit the farmers as it aids in keeping an eye on the number of chillies grown. 
This system can be modified into a fully automated robotic manipulator that can 
detect chillies using computer vision technologies and identify them as red and 
green chillies using the YOLO V5 framework. The proposed system possesses a 
huge scope in further development into a controlled agricultural robot that could 
move around, sort and pluck chillies. 
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An Effective Grid Connected Multi Level 
Inverter Based Hybrid Wind and Solar 
Energy 

G. Srinivas, K. Tejaswaroop, K. Saisamudra, K. Shiva Kumar, 
and G. Rakesh Kumar 

Abstract A modified multi-level inverter with a cascaded H-bridge with a grid 
connected hybrid wind-solar energy system is given. Utilising their individual MPPT 
(maximum power point tracking) systems. In this paper, both solar and wind energy 
are used as input sources to the system. The total harmonic (THD) is reduced so 
that the appliances in the system are least affected or damaged. The dc/dc booster 
converters are used to step up the voltage and the maximum power is obtained by using 
maximum power point tracking (MPPT). Due to non-linear loads, the harmonics are 
produced in the system so in order to reduce the harmonics we use the MLI, as 
the level increases the harmonic distortion in the system decreases, so that we can 
reduce the disturbances and increase the appliances efficiency. So, the pulse width 
modulation (PWM) is used as an inverter in the system to produce the sinusoidal 
ac output. In this paper, we discuss mostly about, to obtain balanced voltage and 
current of two sources when connected by a dc-link, reducing the THD and Improve 
the Power quality. As the frequency is constant but the voltage is variable the voltage 
and frequency will be matchable as the frequency maintains constant. Hence, the 
output waveforms of multi-level inverter, and the simulation investigations were 
verified and completed in MATLAB/Simulink. 

Keywords Total Harmonic Distortion (THD) ·Multi-level Inverter (MLI) · Pulse 
Width Modulation (PWM) ·Maximum Power Point Tracking (MPPT) 

1 Introduction 

The grid integration of renewable energy sources has a significant positive impact 
on energy consumption. To meet the rising energy demand, hybrid renewable energy 
sources have been developed gradually. Their abundance and lack of contamina-
tion have drawn a lot of attention in recent years. The most often and successfully
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combined renewable energy sources among these are wind and solar energy. Since 
it can be produced by wind turbines with considerable power outputs and is readily 
available, wind energy is one of the most widely used renewable energy sources. 
Another advantageous green energy source is solar energy. PV modules may easily 
and frequently capture it. Wind and solar energy actually work best together since 
strong winds are more frequent than weak ones, even if solar energy is less abundant 
at night and on cloudy days [1]. Therefore, a hybrid wind-solar energy system can 
deliver consistent output power supply regardless of changing weather conditions, in 
contrast to classic individual power generating systems. There has been a significant 
growth in the use of grid connected wind and solar energy as a result of the quick 
development of power electronics technology and control methods [2]. The opera-
tion of the hybrid wind and solar hybrid model causes a few power quality issues, 
such as voltage changes, harmonic production, flickering, and imbalanced dc-link 
capacitor voltages. These harmonics are produced by power converters [3]. MLIs are 
used in power systems because they have low levels of harmonic distortion and elec-
tromagnetic interference and can adhere to power quality and rating criteria. Because 
they can generate high-quality voltage waveforms while operating at low switching 
frequencies. In domestic or Industrial applications, the hybrid renewable energy 
sources provide power continuity, and improve the power quality of the system as of 
the MLI the decrease in the switches and increase in the level of MLI and maintaining 
the approx. unity power factor and improved efficiency [11]. 

2 System Description 

The proposed grid connected with hybrid wind and solar sources combined with 
MLI is shown in block form in Fig. 1. Isolated DC-links from the intended five-level 
Cascaded Hybrid Based MLI are connected to the input energy from the Wind and 
PV separately via their respective boost converter-based MPPTs. The DC voltages 
are obtained from the rectified output voltages of a wind turbine and a PV array, 
respectively [4]. The MPPT algorithm is utilised to the power semiconductor switches 
so that the boost converter can obtain the most power possible from the PV array 
and wind turbine independently. The recommended control approach can be used in 
conjunction with SPWM to keep the dc-link voltages in balance.

2.1 PV Array Modelling 

The similar solar cell circuit shown in Fig. 2 consists of an ideal current source, a 
parallel diode, a series, and parallel resistance. The practical solar modules’ IPV–VPV 

properties are identified. PV terminal voltage and module output current, respectively, 
are denoted by “VPV” and “IPV,” while “Ig” is the current produced under a specific 
solar irradiation. The study’s PV array, which consists of ‘p’ solar panels connected
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Fig. 1 Grid connected hybrid wind and solar sources

in series to form a PV string and ‘q’ solar panels connected in parallel, will produce 
the same amount of power if the weather conditions remain the same. However, the 
changes in temperature and sunlight, so each PV module will generate a different 
amount of output energy. The different ratings of Pv input like temperature, radiation, 
the conversion of radiation into voltage and current using different conversion models 
and finally the power is generated in the pv system [6]. The eight pv arrays are 
considered and a combination of arrays will produce the output energy with given 
inputs. 

Fig. 2 PV array
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2.2 Wind Energy Source 

The Permanent Magnet Synchronous Generator is used to convert the mechanical 
energy that the Wind Turbine collects into electrical energy and is part of the wind 
energy source. The Permanent Magnet Synchronous Generator receives the rated 
torque it needs to produce three-phase voltage and current from the gearbox, which 
connects the turbine’s shaft to it directly [5]. The output ac voltage is then kept 
at the desired amplitude and frequency using AC-DC-AC converters. The output 
power from the permanent magnet synchronous generator is transferred through 
these converters. The varying wind speed may have an effect on the dc-link voltage. 
As a result, the amplitude can be altered at the needed grid voltage by maintaining 
the dc-link voltage constant at its reference value while modifying the wind turbine 
parameters [7]. By employing the Betz theory to calculate the mechanical power 
output the wind turbine extracts the kinetic energy of the wind. 

3 Grid Connected Hybrid Cascaded MLI 

The suggested concept, shown in Fig. 1, is made up of two hybrid cell modules 
connected by two isolated dc links, each of which contains a separate solar and 
wind system that operates in response to changing solar radiation and wind speed 
[13]. The anticipated cascaded MLIs that are shown in Fig. 3, uses two hybrid cell 
modules per phase, resulting in a five-level increase in the converter’s output phase 
voltage on ac side. The device load on the hybrid cell is reduced by higher converter 
output voltage levels brought on by an increase of hybrid cell modules [9]. Also, 
the necessity for filters on the AC side may be reduced, perhaps there may be other 
sources of renewable energy. The recommended maximum power varies according 
to the varying MPPTs of sources of energy like the sun and wind depending on the 
available climatic conditions [8]. Because of this, the sources’ extractable currents are 
different, and the isolated dc-link capacitor voltages in the Cascaded MLI are likewise 
different. Only single-phase mathematical analysis is obtained in this work due to 
the bidirectional grid connected in three phases of Cascaded MLIs being symmetric. 
For the investigation of converter functioning, the switching function for each leg of 
a hybrid cell was built using simple curve fitting [10]. Due to how the power switches 
are handled, it is never recommended to turn on two switches at once in an HBC leg. 
If the isolated renewable energy sources connected to the proper hybrid cell dc-link 
in the planned system are assumed to be identical, the two capacitors of each cell will 
equally split the available dc voltage [15]. By choosing the right switching function, 
the desired converter output phase voltage can be achieved. Comparable, isolated dc 
or renewable energy sources’ switching parameters and related voltage levels.
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Fig. 3 Multi-level inverter 

4 Control Method and Switching Strategy 

While operating and managing hybrid wind and solar-based MLIs, the problem of 
unbalanced capacitor voltage is resolved using this strategy [12]. Wind and solar 
energy sources will create different amounts of power in isolated DC cells, which 
will lead to issues with power quality such as harmonic production and the grid’s 
introduction of an imbalanced current. In order to assure proper power injection and 
address concerns with the hybrid renewable energy source, a better control technique 
using a sinusoidal pulse width modulation scheme is recommended for the cascaded 
MLIs [14]. The above mentioned are some important strategies we are considering 
at present, as we are considering two different renewable energy sources which 
produces unequal power into the MLIs. 

5 Results and Discussions 

The proposed hybrid wind and solar-based grid is to test the effectiveness of the 
recommended control strategy, the model is simulated and its performance is assessed 
under various environmental situations. The wind speed and solar irradiation vari-
ables are altered. The wind speed and sun irradiation values are taken as per standard 
ratings respectively and then due to different frequencies the harmonics are generated 
in the system. The total harmonic distortion of the system is reduced to 2% shown 
in Fig. 4 so that the system is more efficient and stable, as we use the hybrid model 
there exists unbalance in the system and due to non-linear loads, the harmonics are 
developed in the system so from this paper the total harmonics are reduced to 2% 
which does not affect the system performance and appliances used. So, by the wind 
and solar energy hybrid model, the multi-input inverter is used in order to produce the
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sinusoidal waveforms without any distortion so the harmonics in the system should 
not exceed 5% so that its performance will not be affected. So, from this paper, 
we have reduced the harmonics, improved efficiency of the system and maintained 
the power continuity. The output waveforms of the system are obtained as follows 
in Fig. 5 the proposed system with multi-input inverter output voltage waveform, 
where the voltage levels at each level are obtained, in Fig. 6 depicts the output wave-
form of single level inverter voltage. In Fig. 7 waveforms of the multi-input inverter 
proposed when the wind and PV array output voltages are both present and obtaining 
the sinusoidal voltage from the system. Figure 8 depicts the waveforms of the multi-
inverter currently in use when the wind turbine and solar panel output voltages are 
both present. Figure 9 waveform produced when the proposed multi-input inverter 
is powered by the PV array. The waveforms of the ac output current and the dc 
bus voltage, Fig. 10 waveforms produced when the PV array is delivering power 
using the existing multi-input inverter. The waveforms of the ac output current and 
the dc bus voltage. Figure 11 Waveforms of the proposed multi-input inverter while 
receiving power from the wind turbine. The waveforms of the ac output current and 
the dc bus voltage. Figure 12 Current multi-input inverter waveforms during periods 
of power supply from a wind turbine. Waveforms for the ac output current and dc 
bus voltage. Figure 13 The proposed multi-inverter’s waveforms when the PV array 
and the wind turbine are both producing power are the ac output current and dc bus 
voltage waveforms. 

Fig. 4 Total harmonic distortion of proposed system
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Fig. 5 The multi-input inverter’s proposed voltage waveform 

Fig. 6 Output voltage of the system’s existing multi-inverter waveform

From Table 1 we can observe the various pv inputs, the different irradiance and 
temperature values are provided based on the climatic changes as the climate changes 
and we do not obtain the temperature constant so there is a change in the values 
to generate the system with different irradiance and temperatures the pv array is 
provided with different input values as to obtain the pv voltage and current in different 
climatic conditions so the pv array will generate the voltage and current from the 
inputs of temperature and irradiance, we can observe the voltage and current values 
from the below Table 1 which depicts the various voltages from the pv array.
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Fig. 7 Waveforms of the multi-input inverter proposed when the wind and PV array output Voltages 
are both present 

Fig. 8 Waveforms of the multi-inverter currently in use when the wind turbine and solar panel 
output voltages are both present
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Fig. 9 The waveforms of the ac output current and the dc bus voltage

From Table 2, we can observe the wind inputs of the system different speeds are 
provided to the system as the variations in the speed the due to climatic conditions 
to obtain maximum speed there is an adjustable pitch angle in the system with this 
pitch angle, we can obtain the maximum speed to the system as the wind generates 
different voltage and current values from the various input speeds, we can observe 
at which rate the power is generated from the wind input.

From Table 3 we can observe the differences between Comparison Between 
proposed System and Existing System so we have different aspects into considera-
tion in comparison table so the harmonics level in different systems, the inverter type 
used in the system different control techniques, operation different sources employed 
so these are the different aspects that we find the difference in Comparison Between 
proposed System and Existing System.
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Fig. 10 Waveforms produced when the PV array is delivering power using the existing multi-input 
inverter. The waveforms of the ac output current and the dc bus voltage Pe
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Fig. 11 Waveforms of the proposed multi-input inverter while receiving power from the wind 
turbine. The waveforms of the ac output current and the dc bus voltage 

Fig. 12 Current multi-input inverter waveforms during periods of power supply from a wind 
turbine. Waveforms for the ac output current and dc bus voltage
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Fig. 13 The proposed multi-inverter’s waveforms when the PV array and the wind turbine are both 
producing power. The ac output current and dc bus voltage waveforms

Table 1 With different solar 
irradiance values Irradiance Current Voltage Temperature 

1000 4.537 44.34 25 

800 3.721 43.56 20 

600 2.765 42.67 30 

400 1.765 41.65 40 

200 0.987 39.56 50

Table 2 Wind inputs with 
different wind speeds Wind speed (m/sec) Ac voltage Dc voltage 

1.5 1.9 7.0 

1.8 2.3 8.0 

2.0 2.5 9.0 

2.2 2.9 9.5 

2.4 3.0 10 

2.5 3.2 12 

2.8 3.5 14 

3.0 4.2 15
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Table 3 Comparison between proposed system and existing system 

S. no Proposed Existing 

1 Multi-level H-bridge cascaded connection Single H-bridge connection 

2 Separate control over PV and wind sources Single control 

3 Multi-level carrier PWM technique Sinusoidal PWM technique 

4 THD 2% THD 4% 

5 Mainly for industrial applications Less efficient in industrial applications 

6 Comparison Between Proposed System and Existing 
System 

7 Conclusion 

The proposed grid connected five-level MLIs in this work convert the electricity 
gathered from the Hybrid cascaded MLI into ac power and feed it into the grid system. 
The coupled wind power sources and PV arrays, which are connected individually to 
each dc-link, will be used more efficiently using the independent MPPT algorithm. 
The simulation and experimental studies show that, when combined with the input 
and output performance parameters, the recommended control strategy and system 
model extract the maximum amount of power from each renewable energy source. 
The mathematical modelling of the single-phase grid connected cascaded MLIs has 
shown the switching function relationships between the dc-link capacitor voltages, 
the cascaded MLI’s output voltage, the dc-link currents, and the grid current. In an 
integrated wind and solar system with fluctuating DC-link currents, simulations are 
done to show that DC capacitor balancing is achieved and a sinusoidal-shaped grid 
current with low THD and UPF is injected into the grid network. It was feasible to 
obtain good power quality, DC capacitor balancing, and reduced THD by employing 
the cascaded MLI hybrid model. 
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A Comprehensive Analysis of Autism 
Spectrum Disorder Using Machine 
Learning Algorithms: Survey 

D. Aarthi and S. Kannimuthu 

Abstract One of the psychological disorders known as autism spectrum disorders 
(ASD) is a very challenging one to analyze and goes undiagnosed in many people. 
This condition develops from birth and persists throughout life, and has no cure. It is 
possible to predict ASD using a variety of indicators, including functional magnetic 
resonance imaging (fMRI) data, kinematic traits, game-based applications, ques-
tionnaires given to parents and guardians, social reciprocity, head motion, motor 
activities, and eye-tracking. A better prognosis for the patient can be achieved with 
earlier prediction. This research work provides a thorough overview of the various 
machine learning and artificial intelligence algorithms utilized for ASD diagnosis 
and prediction in patients of various ages using clinical methods. This article also 
emphasizes the datasets that were utilized to predict autism in individuals, their 
results, limitations, and the hindrances of the methods involved. 

Keywords Autism spectrum disorder (ASD) · Prediction ·Machine learning ·
Investigation 

1 Introduction 

A pervasive neuro-developmental disease called autism spectrum disorder (ASD) 
involves social communication and behavioral deficits. The neurological process 
behind autism is poorly understood [1]. People with autism often throw tantrums 
to express how uncomfortable they are with the situation or other people. Patients, 
especially children, display behaviors such as hyperactivity, motor difficulties, mental 
retardation, and hearing loss [2]. They may also display behaviors like learning 
disabilities or hyperactivity. Additionally, autistic people have decreased change 
sensitivity and social-communicative dysfunction [3, 4]. Patients with autism display 
unpredictable behaviors and events in the early stages of the disease, which could 
be viewed as a basic difference from those of healthy people. Lying is annoying to
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autistic people [5]. Although the majority of researchers agree that this condition is 
inherited, there are no studies or research to support this. The cause of this illness is 
essentially unknown [6]. According to a recent poll, 1 in 167 children in Belgium 
and 1 in 55 children in Japan are thought to have ASD. Autism is becoming ever 
more prevalent on a global scale. This condition may make it harder for a person 
to carry out daily tasks and social interactions [7]. Social interaction is now the 
most effective treatment for autism. Early intervention could increase the likelihood 
of success. Occasionally, a few illnesses during pregnancy may be harmful to the 
growing fetus [8]. 

Patients with lower severity levels of autism can live freely, whereas those with 
greater severity levels require ongoing care and support [9]. Prior to ASD detec-
tion, individuals can benefit from appropriate treatments and medications at an early 
stage of the illness. The stability of the patient’s health can be supported by doctors 
with early detection of this condition [10]. The majority of experts concur that the 
complexity of the brain network can be used to moderately indicate this autistic 
disease [11]. There are no genetic tests available to diagnose ASD. However, the 
early detection of this disorder may help the patients to enhance their learning capa-
bilities [12]. Recent studies have shown a gradual increase in the study of autism, 
utilizing diverse experimental approaches and screening technologies. There isn’t 
much research that looks at newborns and toddlers who aren’t developing their verbal, 
motor, or cognitive skills [13]. Autism is also identified by additional facial expres-
sions of people [14, 15]. These findings allowed to track the development of autism in 
kids and to identify the condition earlier before a diagnosis [16]. Even though a few 
screening tests can be used to predict ASD in patients, insufficient medical testing can 
make this illness difficult to diagnose. In order to progress with the condition’s diag-
nosis, doctors follow and evaluate their patients for a variety of behavioral data [17, 
53]. The optimum non-invasive method for studying developmental psychopathology 
is electroencephalography (EEG) [18]. 

The main contributions of this article are summarized as follows. 
This article contributes to the body of understanding regarding autism spectrum 

disorder and points out potential problems when applying machine learning methods 
to this disorder’s study. The main goal is to thoroughly review ASD prediction and 
diagnosis by using various techniques. We believe that by describing these methods 
here, we may help other researchers identify areas in this field where they can be 
useful. 

The structure of this article is organized as follows. The next section presents 
the related research that were done previously in this domain and is followed by 
“Investigation of ASD”. The fourth section is about the “Discussion” and fifth is 
“Challenges and Solution”. The final section is the “Conclusion and Future Work”.
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2 Related Works 

Kazi et al. used five stages to predict ASD, including data gathering from multiple 
sources, data synthesis, constructing a model to predict autism, evaluating the 
produced model, and developing a mobile app. They used the Decision Tree-CART 
method to identify an individual’s autistic symptoms. The Random Forest-CART 
algorithm was used to improve things, and better results were seen. A larger dataset 
was not sufficient to train the prediction model. Additionally, due to a lack of open-
source data, the screening tool does not yield positive results for children younger 
than three years. For the purpose of calculating performance parameters, AQ-10 
datasets were used. According to a comparison of the output from each algorithm 
[9], the suggested model outperformed the existing Decision Tree-CART algorithm. 

Braukmann et al. investigated whether or not low-risk and high-risk infants 
differed in their anticipatory eye movements. By observing actions made on common 
items, they used an eye-tracking feature to assess the infant’s ten-month eye move-
ments. 36 of the 61 participants in the study were high-risk, whereas 25 were low-risk. 
In this experiment, participants were instructed to pick up a cup or phone and place 
it in their mouth or ear. Either the predicted, typical location or a surprising site was 
the result. Actual target anticipation was deemed to exist if the predicted result and 
the actual result were identical, while alternative target anticipation was deemed to 
exist in the opposite situation. This study’s limitation was the lack of information on 
the cohort’s analytical results that is currently available [19]. 

Kimura et al. exposed the impact of social reciprocity, anxiety, and fluency on 
communicative behaviors in people with ASD and contrasted these with typically 
developing (TD) adults. In total, 35 people with ASD took part in this study. Social 
reciprocity was evaluated using the Social Responsiveness Scale (SRS). The higher 
score suggested a social deficit that was more severe. Verbal generativity was eval-
uated using the letter fluency task. The count of correct responses was calculated by 
subtracting the number of incorrect outputs and instances of repeated words [20]. 

In order to validate the automatic detection of postural control patterns in children 
with ASD, Yumeng et al. devised a machine learning approach. Twenty-five kids with 
ASD and twenty-five kids with usual development were told to remain still for 20 s 
without wearing any shoes. During the allotted period, there were eye-opening and 
eye-closing motions. The data for the center of pressure (COP) was collected using 
a force plate. Included in this study were 25 children (ASD and TD). Children with 
ASD showed a higher COP than those with TD. When compared to settings where 
the eyes were open, all youngsters showed higher COP when their eyes were closed 
[21]. 

By merging the characteristics of functional activities and brain structure, Saran 
et al. published a work. They represented the brain’s structure as a graph and the 
weight of the graph’s nodes according to the fMRI signals. The dataset was taken from 
the Autism Brain Imaging Data Exchange (ABIDE). According to the topological 
distance between its nodes, the brain graph was viewed as a collection of regions. For 
trustworthy and consistent results, a few criteria were taken into account, including



244 D. Aarthi and S. Kannimuthu

patients who were under the age of 18 and who kept their eyes open during the fMRI 
collection. They came to the conclusion that the frontal and temporal lobes can be 
used to diagnose autism based on the findings of their study [22]. 

Amy and colleagues examined children between the ages of 8 and 14 who were 
experiencing various spontaneous thought patterns. They also looked into the rela-
tionship between automatic viewpoints and resistance to ambiguity. They used a 
dataset made up of 97 autistic kids and teenagers. The Autism Diagnostic Obser-
vation Schedule (ADOS) was used to scale the participants’ levels of autism. The 
Childhood Automatic Thoughts Scale (CATS) data utilized for analyses had a non-
normal distribution, and only a small number of participants could support the items 
within a given subscale or the full measure [24]. 

A discriminative model for ASD based on phase synchrony was created by Ma 
and colleagues (PS). Phase Synchronization between different brain regions came 
next. In order to contrast the outcomes with the PS data, the traditional static FC char-
acteristics were identified. 96 ASD sufferers and 122 healthy people were selected 
as testing samples after careful consideration. ASD patients may benefit from the 
PCA-PS model’s ability to distinguish between them and healthy people in terms of 
diagnosis and severity assessments [26]. 

To classify autistic kids, Kang et al. collected characteristics from two modalities 
such as EEG and eye tracking. Eye-tracking tests were conducted after the recording 
of resting-state EEG data. 97 kids were given instructions to take individual EEG and 
eye-tracking tests, followed by power spectrum analysis, eye-tracking data analysis, 
feature selection, and categorization. By combining EEG and eye-tracking data, the 
results achieved an accuracy of 85.44% in detecting autism in people with an Area 
Under Curve (AUC) of 0.93. The research’s main drawback is that it did not include 
kids under the ages of 3 [27]. 

A culturally sensitive mobile application for diagnosing autism in people was 
created by Wingfield et al. They used a checklist of symptoms that had been clin-
ically verified to examine and identify autism. They discovered that the RF model 
performed better than the conventional paper-based technique [28]. 

Figure 1 shows the progress of research on the Autism Spectrum Disorder from 
the year 2000 to 2023.

3 Investigation of ASD 

Complex alterations in brain activity that are seen by fMRI data are associated with 
ASD [29, 53]. For people of different ages, there are many algorithms that can be 
used to predict autism. For the purpose of diagnosing autism in patients, researchers 
draw on a variety of categories, including eye-movement monitoring, fMRI data, 
motion capture, and questionnaires [25, 52]. An overview of the various techniques, 
datasets, accuracy metrics, and study limitations for predicting autism is provided in 
this section. Table 1 summarizes research into the use of artificial intelligence and 
machine learning techniques to predict ASD in individuals.
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Fig. 1 Research progress plot on “Autism Spectrum Disorder”

4 Discussion 

This survey reviewed a total of 54 works that applied various machine learning 
algorithms and predicted ASD in patients of different age groups. The majority of the 
works involved using Support Vector Machines, Random Forest, and Decision Tree 
algorithms. The Naive Bayes and Support Vector Machine outperform the decision 
table in terms of output, which implies that errors are minimized. Unsupervised 
machine learning techniques also offer useful, clinical classification tools that may 
be applied in the field to sort or categorize incoming data. The findings presented in 
this paper demonstrate that there is great value in practical applications for the use of 
supervised machine learning in ASD research. Although the more complex machine 
learning models frequently outperform their more straightforward counterparts, there 
is a trade-off between performance and understanding. It can be challenging to find 
datasets with enough observations and explanatory variables to train complicated 
models, yet when given the right amount of data, ML models frequently outperform 
more straightforward models. 

5 Challenges and Solutions 

A major drawback of machine learning is the complexity of the models. Supervised 
learning is ineffective for datasets without categorization labels, which is the main 
challenge faced by the researchers [48]. Without clinical domain expertise, the imple-
mentation of machine learning might be problematic and lead to incorrect results [49]. 
When used in interdisciplinary studies, machine learning is particularly vulnerable 
to interpretation errors (not unlike other statistical techniques) [50]. An in-depth 
understanding of both the computational and clinical content domains is necessary
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Table 1 Investigation of various methodologies in predicting ASD 

S. no. Authors Dataset Method Findings Pitfalls 

1 Chaitra 
et al. [23] 

fMRI data from 
ABIDE dataset 
with 432 autistic 
individuals and 556 
normally fit 
individuals 

Recursive 
cluster 
elimination 
SVM algorithm 

The result 
showed that the 
algorithm 
exhibited an 
accuracy of 
67.3% for 
predicting ASD 
and 64.5% for 
graph measures 
and 70.1% for 
combined set 

The dataset was 
a combination 
of instances 
from different 
sites. This 
results in 
reduced 
classification 
performance 

2 Zhong 
et al. [30] 

20 autistic children 
and 23 TD children  

SVM, DT, RF, 
Linear 
Discriminant 
Analysis 
(LDA) and 
K-Nearest 
Neighbor 
(KNN) 

KNN algorithm 
outperforms 
well with 
88.37% 
accuracy, 
91.3% 
specificity, 85% 
sensitivity, 
AUC of 0.8815 

In order to carry 
out the motor 
task in smooth 
manner, 
children with 
level 1 of autism 
were selected 

3 Nikita 
et al. [31] 

The dataset 
consists of 21 
including gender, 
nationality, and 
ethnicity 

Modified 
Grasshopper 
Optimization 
Algorithm 
(MGOA) 

The proposed 
algorithm with 
RFC exhibited 
approximately 
99.29% 
specificity and 
100% 
sensitivity at 
every phase of 
life 

GOA has less 
convergence 
speed. Quantum 
computing has 
to be utilized in 
order to get 
good 
computational 
speed 

4 Abbas 
et al. [32] 

Evaluation on a  
clinical 
examination of 375 
children, 
18–72 months old 

Multi-modular, 
machine 
learning-based 
assessment 

The assessment 
outperformed 
with AUC as 
0.18 and 
specificity 0.30 
at 90% 
sensitivity 

The clinician 
module has 
been applied in 
a 
secondary-care 
setting. In order 
to get improved 
accuracy, testing 
at primary care 
clinics are 
mandatory

(continued)
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Table 1 (continued)

S. no. Authors Dataset Method Findings Pitfalls

5 Parisot 
et al. [33] 

ABIDE and 
Alzheimer’s 
Disease 
Neuroimaging 
Initiative (ADNI) 
dataset 

Graph 
Convolutional 
Networks 
(GCNs) 

A classification 
accuracy of 
70.4% has been 
achieved for 
ABIDE dataset 
and 80.0% for 
ADNI dataset 

The 
generalization 
of the developed 
framework may 
result in 
deterioration of 
performance, if 
there isn’t larger 
training data for 
capturing 
population 
variability 

6 Crasta 
et al. [34] 

EEG data recorded 
with 18 ASD 
children between 5 
and 12 years and 
18 TD children 

A modified 
sensory gating 
paradigm 

ASD children 
exhibited 
considerably 
less gating 
when compared 
with TD 
individuals at 
P50, N1 and P2 
event-related 
potential 
components 

This research 
did not use any 
diagnostic tools 
other than 
confirming 
diagnosis with 
ASD 
questionnaire 

7 Epalle 
et al. [35] 

ABIDE dataset A multi-input 
deep neural 
network model 

78.07% 
classification 
accuracy on 
actual data and 
79.13% 
accuracy using 
enlarged data 

The time taken 
for training the 
model is high 

8 Dickinson 
et al. [36] 

Spontaneous EEG 
data of 65 infants 
with age group 
between 3 and 
9 months 

Support Vector 
Regression 
(SVR) 
Analysis 

Autism 
Diagnostic 
Observation 
Schedule 
(ADOS) scores 
of SVR 
algorithm of 
3 months infant 
data and 
18 months 
infant data were 
highly 
correlated 

SVR is not fit to 
predict the 
cognitive 
abilities when 
18 months 
dataset has been 
considered

(continued)
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Table 1 (continued)

S. no. Authors Dataset Method Findings Pitfalls

9 Wei et al. 
[37] 

SALICON, 
MIT1003, 
MIT300, and 
Saliency4ASD 
datasets 

Deep CNN 
specialized in 
atypical visual 
saliency 
prediction 

The proposed 
algorithm 
produced better 
saliency 
prediction 
performance 
than other 
algorithms that 
were taken for 
comparison 

The drawback 
of this paper is 
that few regions 
which are 
considered to be 
background are 
stared by ASD 
individuals, are 
likely to be 
ignored 

10 Rakhee 
et al. [38] 

Brain MRI and 
EEG signal, Test 
exercises guided by 
authorized 
personnel, and 
questionnaire by 
the parents 

NB, AdaBoost, 
Bagging, DT, 
RF, and SVM 

The model 
developed 
helped the 
physicians to 
identify the 
severity level of 
autism in 
individuals 

Finding learning 
patterns 
throughout time 
to analyze 
growth 
variances and 
predict autism is 
not the goal of 
this study 

11 Ejlskov 
et al. [39] 

73 candidate 
disorders spanning 
mental, 
cardiometabolic, 
neurologic, 
congenital defects, 
and allergy 
conditions 

Extreme 
Gradient 
Boosting 
(EGB), the 
traditional 
generalized 
linear model 
(GLM), Elastic 
Net (EN), 
Averaging 
(E-A), and Hill 
Climbing 
(E-HC) 

Individuals with 
high risk score 
had 17% ASD 
occurrence. 
F-score was 
increased by 
12% and AUC 
by 15% 

The diagnosis 
timing was not 
considered 
during 
evaluation 

12 Lavanga 
et al. [40] 

EEG data 
recordings 

Linear 
Discriminant 
Analysis 
(LDA) 

Multiscale 
Entropy (MSE), 
multifractality 
(MFA) 
exhibited best 
discrimination 
performance 
with AUC for 
MFA as 0.74 
and MSE as 
0.79 

The dataset of 
ASD 
individuals were 
limited

(continued)



A Comprehensive Analysis of Autism Spectrum Disorder Using … 249

Table 1 (continued)

S. no. Authors Dataset Method Findings Pitfalls

13 Alivar 
et al. [41] 

Ballistocardiogram 
(BCG) signals of 
two male 
individuals 

Artificial 
Neural 
Network 
(ANN) and 
Support Vector 
Machine 
(SVM) 

Accuracy of 
SVM and ANN 
was 78% and 
79% 
respectively 

Undesirably 
noticeable sleep 
data need to be 
extracted for 
long-term home 
monitoring 
system 

14 Negin et al. 
[42] 

Expanded 
Stereotype 
Behavior Dataset 
(ESBD) 

A non-intrusive 
vision-assisted 
method 

Histogram of 
Optical Flow 
(HOF) 
descriptor on 
merging with 
MLP classifier 
achieved the 
finest outcomes 

The dataset can 
be increased 
with videos that 
can be used for 
data demanding 
deep 
architectures 

15 Vakadkar 
et al. [43] 

The dataset 
consists of 1054 
items with 18 
attributes 

SVM, RFC, 
NB, KNN, and 
Logistic 
Regression 
(LR) 

LR produced 
high accuracy 
of 97.15% and 
F1 score of 0.98 
among all the 
algorithms for 
the collected 
dataset 

The dataset is of 
limited size. 
Large dataset is 
necessary for 
getting accurate 
model 

16 Stevens 
et al. [44] 

A sample of 2400 
children with ASD 

Gaussian 
Mixture Model 

Higher 
functioning 
people improve 
more quickly 
throughout 
therapy, which 
suggests that 
they may 
represent a 
particular 
subtype of ASD 

The findings in 
this article are 
preliminary and 
need to be 
confirmed in 
additional 
samples of 
people with 
ASD. It lacks 
data from 
standardized 
Assessments 

17 Shomona 
Gracia 
Jacob et al. 
[45] 

ABIDE, UCI-ML, 
Real-time datasets 

CNN, 
Convolutional 
Gated 
Recurrent 
Neural 
Network 
(CGRNN) 

It was 
discovered that 
the majority of 
classifier 
research 
focused on 
analyzing and 
reporting their 
performance on 
accuracy, AUC, 
sensitivity, and 
specificity 

This paper 
analyzed 
supervised 
machine 
learning 
methods for 
finding 
intriguing 
information that 
connects the 
diversity of 
ASD

(continued)
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Table 1 (continued)

S. no. Authors Dataset Method Findings Pitfalls

18 Zhang 
et al. [46] 

EEG Datasets Spatial Pattern 
of the Network 
(SPN) 

Children with 
varying 
symptom 
severity who 
had ASD and 
children with 
TD were 
compared for 
potential 
network 
differences 

The correlation 
coefficients 
between the 
predicted and 
diagnosed 
symptom 
severity 
reported in both 
the current and 
preceding 
studies were 
found to be still 
insufficient, 
making it 
challenging to 
predict the 
symptom 
severity of ASD 
patients with 
any level of 
precision 

19 Usta et al. 
[47] 

433 children with 
ASD diagnosis 

Naïve Bayes, 
Generalized 
Linear Model, 
Logistic 
Regression, 
Decision Tree 

Comorbid 
psychiatric 
diagnoses are 
affecting the 
outcome of 
ASD symptoms 
in clinical 
observation 

DT can be 
subjected to 
overfitting while 
using small 
dataset 

20 Deepa 
et al. [11] 

10 behavioral and 
individual 
characteristics 
from UCI 
Repository 

Naïve Bayes, 
SVM, Decision 
Table 

Compared to 
Decision Table, 
Naive Bayes 
and Support 
Vector Machine 
produce best 
results 

Decision Table 
algorithm has 
high mean 
absolute error 
when compared 
with NB and 
SVM

for the use of engineering approaches and the interpretation of the outcomes they 
produce [51]. 

In order to achieve higher accuracy for predicting autism spectrum disorder, effec-
tive feature selection methods can be devised to choose best features so as to improve 
the accuracy and avoid overfitting problem. Of late, Deep Ensemble Learning is used 
which combines several individual models to obtain better generalization perfor-
mance. Hence, Deep Ensemble Learning algorithms can be utilized to improve the 
performance. Data imbalance issue can be sorted out by using modern optimization 
algorithms. For upcoming ASD research projects, the ability of machine learning to 
extract knowledge from huge datasets will be encouraging.
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6 Conclusion and Future Work 

The best care and treatments can be provided to the ASD individuals with well-timed 
diagnosis of neurobiological disorders. The level of severity of each autistic indi-
vidual will vary. Even though there are abundant methods available for predicting 
autism, its diagnosis is still a challenging task at the earlier stages in children under 
2 years. This study has reviewed 50 research articles based on autism spectrum 
disorder. The most frequently used machine learning algorithm was SVM. Few 
research show that SVM outperforms in comparison with Decision Table and Naïve 
Bayes algorithms. In these investigations, machine learning algorithms were used 
to decide on binary predictions of the disorder and examine the genetic causes of 
ASD. In the future, a prediction model for autism in people of different ages will be 
created using deep ensemble learning algorithms, and it will aid in the identification 
of autistic people with the fewest possible data categories. 
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Energy-Efficient Cluster Head Election 
and Data Aggregation Ensemble 
Machine Learning Algorithm 

Kavita Gupta , Shilpi Mittal , and Kirti Walia 

Abstract Data transmission and communication in mobile wireless sensor networks 
are hindered due to the limited energy of the sensor node. This causes various chal-
lenges in the communication between sensor nodes having network loss, latency, and 
in complete transactions. To concern, a clustering-based network model has been 
developed where the cluster head election is the major issue. Therefore, we proposed 
an intelligent cluster-based network model with the objective to provide intelligent 
energy-efficient cluster head election and data aggregation mechanisms using Arti-
ficial Intelligence techniques in the mobile sensor network. Also, to overcome the 
network overhead, a mechanism has been presented to validate data similarity among 
the nearby sensor nodes. The performance evaluation of the proposed scheme has 
been conducted using Python with machine learning and the results obtained reflect 
better performance in terms of cluster head selection and data aggregation. 

Keywords Wireless sensor networks ·Mobile networks · Clustering ·Machine 
learning 

1 Introduction 

In a wireless sensor network, a sensor node is a small component which offers a 
limited network lifetime due to a limited energy amount of energy level. Their energy 
level keeps on depleting with the passage of time, and at last the node dies after the 
loss of some consumption of energy. Nodes in sensor networks perform various 
functions such as data collection, data processing, transferring, and receiving data 
packets. As per sensor network architecture, there are various ways of achieving 
energy efficiency in sensor networks like sensor network topology, data collection 
schemes, architectural arrangement of nodes, etc. [ 5] will play an important role 
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in energy consideration. As per the topological arrangement of sensor nodes in the 
network, each node consumes a fixed amount of energy in every consecutive round. 
This topological arrangement is assumed to be energy efficient if it offers a prolonged 
network lifetime. 

Initially, all the sensor nodes have the same amount of energy and consume at a 
fixed rate. The energy model can be used to predict the life span of the sensor node by 
computing the residual energy level. With the advancement of technology, machine 
learning approaches can also be used to offer energy-efficient prolonged networks. 
Mainly the sensor nodes are used in hostile environments or in far following areas 
which are not easily accessible. For these applications, nodes must have appropri-
ate battery levels in order to produce a prolonged network lifetime [ 12]. Protocols 
and methods can play a role in energy saving. Various routing protocols have been 
proposed by Younis et al. [ 18], Chen et al. [ 6], and Reddy et al. [ 13] to offer energy-
efficient networks. Existing literature advocates that clustering of nodes is the key 
solution for wireless networks and is further followed by data aggregation. In each 
cluster, there is one CH (Cluster Head) which collects the data from member nodes 
and further transmitted it to the sink node. 

Selecting the best optimal cluster head scheme for a prolonged network lifetime is 
very important. After the optimal cluster head election algorithm, the next challenge 
is to execute data aggregation so as to avoid the aggregation of redundant data. 
There is a dire need for a mechanism that can avoid redundancy in aggregated data, 
which further be useful for offering energy-efficient network. Devising an efficient 
data aggregation approach is also a challenging task. Machine learning can also 
be considered a good approach for sensor networks. Machine learning and sensor 
networks can be used in combination to offer energy-efficient networks. Machine 
learning provides the solution for two major issues of sensor networks, i.e., clustering 
and data aggregation. Many researchers have proved the use of machine learning 
algorithms for cluster head selection and data aggregation. This work represents 
an optimal cluster head selection and aggregation approach for sensor networks 
using machine learning approaches. The next Sect. 2 represents the work of eminent 
researchers and Sect. 3 represents the proposed approach following the result and 
discussions in Sect. 4 and the last section represents the conclusion and future scope 
of the proposed work. 

2 Literature Review 

This section gives an overview of the feasibility of clustering and data aggrega-
tion using machine learning approaches. Ammari and Das [ 1] raised an essential 
query regarding the boundaries of power performance of sensor networks—what’s 
the higher sure at the life of a sensor community that collects information from a 
unique vicinity the use of a positive wide variety of power-restricted nodes. It is 
very important to find the solution for queries: first, it permits calibration of actual 
global information-accumulating protocols and know-how of things that save those
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protocols from coming near essential limits. Secondly, the dependence of lifetime on 
elements just like the vicinity of observation, the supply conduct inside that vicin-
ity, base station location, a wide variety of nodes, radio route loss characteristics, 
performance of node electronics, and the power to be had on a node is exposed. 
This permits architects of sensor networks to be cognizant of elements that have 
the finest ability to affect the community’s lifetime. By using an aggregate of prin-
ciple and substantial simulations of built networks, results display that during all 
information-accumulating eventualities presented in this work. Mhatre et al. [ 11] 
proposed a cost-effective method to analyze the performance of nodes in single or 
multi-hop communication and also analyze the results based on their cluster heads. 
The researcher advocates a hybrid conversation mode with a mixture of single and 
multi-hop modes which is cost-effective and powerful also. 

Hybrid Energy-Efficient Approach (HEED) proposed by Younis et al. [ 18] elects 
the cluster head on a periodic basis using the residual energy of sensor nodes as well 
as the proximity of node. This protocol offers low communication overhead as well 
as supports efficient cluster head formation throughout the communication. Results 
obtained with suitable bounds on node density and inter- and intra-cluster transmis-
sion ranges, this protocol can asymptotically nearly honestly assure connectivity of 
clustered networks. Simulation consequences exhibit that the proposed technique is 
powerful in prolonging community life and helping scalable statistics aggregation. 
Chen et al. [ 6] claim clustering offers a powerful technique for prolonging the life 
of mobility support sensor networks. Unequal cluster-primarily based totally routing 
(UCR) protocol distributes the nodes into clusters of unequal sizes. Cluster heads 
in the direction of the bottom station have smaller cluster sizes than the ones fur-
ther from the bottom station, accordingly, they are able to keep a few strengths for 
the inter-cluster records forwarding. A grasping geographic and strength-conscious 
routing protocol is designed for inter-cluster communication, which considers the 
tradeoff between the strength fee of relay paths and the residual strength of relay 
nodes. Simulation consequences display that UCR mitigates the new spot trouble 
and achieves an apparent development at the network lifetime. 

Sensor networks include the number of unattended sensor nodes with limited 
battery life. Therefore sensor networks require speedy reaction time and record dis-
semination among supply sensors and sinks, that’s an important interest in WSNs 
and must be performed in a power-green and well-timed manner. This work signifies 
the alternate-off between power financial savings and supply-to-sink layoff that will 
expand the operation of sensors and as a result boom the life of the sensor networks. 
It allows the sink to acquire sensed records in time and offer suitable selections 
quickly. This proposed dissemination protocol decays the transmission variety of 
sensors right into a positive range of concentric round bands which is mainly based 
on the minimum distance among forwarding sensors. 

Then, these concentric rounds are based totally on their outdoor radii so as to assist 
a supply sensor specific its diploma of interest in minimizing metrics, specifically 
power intake and supply-to-sink put off. Results show that using sensors nodes lies 
on the shortest distance route among supply and the sink, for identification of proxi-
mal forwarders. Quantitative outcomes display that one concentric round minimizes



258 K. Gupta et al.

power intake; the final concentric round minimizes supply-to-sink keep off, and the 
central concentric round alternates off among the two metrics in propagating the data 
toward the sink node. Ammari et al. [ 1] proposed a data protocol that decomposes 
the transmission range of detectors in a number of concentric bands which covers 
the minimum distance between successive forwarding detectors. 

Anastasi et al. [ 3] proposed an energy conservation scheme to provide the solution 
for energy-efficient data attainment. Researchers also highlight the various methods 
of energy conservation of sensor nodes. Heo et al. [ 9] proposed the EARQ approach 
which evaluates the energy consumption cost, delay in transmission, and efficient 
delivery of data packets to the sink node. This prediction is based on the data received 
from the neighboring nodes. For data transmission, path with less transmission cost 
will be chosen for efficient data delivery. Kalman-filter-based energy-efficient net-
work approach proposed by Munari et al. [ 12] uses the location information of nodes 
in the network. In this approach, sink node estimates the speed and location of nodes 
using the Kalman filter which improves the network lifetime. 

Watson et al. [ 17] highlight the role of thinking skills to achieve energy efficiency 
using energy informatics. The presented literature reveals that environmental sustain-
ability is mandatory to handle. Rault et al. [ 14] present mapping between extended 
lifetime and application requirements raised during the designing of the sensor net-
work. The literature presents a systematic view of various energy-efficient schemes 
to show the link between requirements and optimized objectives. Sheng et al. [ 16] 
offered a time stamp-based energy-efficient approach which includes optimal uti-
lization of network resources and computing optimization. The results obtained are 
assumed to be energy efficient. Guo et al. [ 8] proposed an approach named SWIPT 
where energy consumption is computed based on data forwarding. This approach 
works in two phases: in the first phase received power is split in continuous power 
streams and in the next phase reset-all algorithm has been proposed to produce opti-
mized and efficient results. 

Rehman et al. [ 15] proposed a cluster head election approach to offer a prolonged 
network lifetime. The proposed CH election approach elected the cluster head by 
computing the weight of the node which includes the behavior of sensor nodes 
to ensure security mechanism, waiting time, and the distance between the nodes. 
Bayesian estimation approach proposed by Anwar et al. [ 4] used trust values to 
protect the sensor network from various attacks. This approach collected the data 
based on time stamps and estimates the data collection and the results obtained 
reveal that the approach performs better for malicious node detection which further 
improves the throughput. 

Khan et al. [ 10] proposed a novel cluster head selection approach that elects 
the cluster head based on their uniform load distribution. The proposed trust-based 
approach is compared with existing trust models and performs better for packet deliv-
ery ratio and throughput. Amutha et al. [ 2] highlight the various factors to analyze the 
performance of sensor networks based on various parameters. The presented work 
gives a comparative study of cluster-based sensor networks. Gupta et al. [ 7] proposed 
an efficient cluster head election approach that selects the cluster head on the basis 
of a few parameters but incorporating machine learning algorithms will fasten the
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cluster head selection mechanism. The next section presents the proposed approach 
for cluster head selection and data collection and aggregation using machine learning 
algorithms. 

3 Proposed Work 

3.1 Cluster Formation Using Machine Learning 

This section describes a protocol to achieve energy-efficient sensor network using 
machine learning approaches. Clustering is assumed to offer a promised solution 
for mobility support sensor networks. Although the sensor nodes are deployed in 
a hostile environment and communication needs to arrange in the form of clusters. 
Researchers have proposed various approaches for cluster formation and cluster head 
(CH) election. Current work promised to provide the solution for two issues, firstly 
formation of cluster, and secondly CH selection for efficient data delivery. For the 
first contribution to cluster formation machine learning’s coefficient of correlation, 
approach has been used. In this approach, sensor nodes are arranged in clusters on 
the basis of a few parameters like temperature, humidity, and other environmental 
factors. 

A threshold value will be defined for parameters P1, P2, .....Pn to correlate the 
sensor nodes so as to define clusters as shown in Fig. 1. The selection of Cluster 
Head (CH) is also a very tedious task because of mobile-natured sensor nodes. For 
CH selection residual energy level, distance from base station and remaining time of 
stay of node in network could be considered as few of important parameters. Because 
of the mobile nature of sensor nodes, the nodes have the tendency of leaving their 
cluster and tend to join the new cluster. Mobility models can be used to identify the 
mobility pattern of sensor nodes in the network. Random Way Point Mobility Model 
is one of the traditional models used to identify the mobility patterns of sensor nodes. 

Secondly, for cluster head selection step-by-step approach has been used. In step 
1, sensor nodes are taken and all are of equal probability of selecting as cluster 
heads. In the next step, nodes that are competitive to be cluster head will be taken 
into consideration based on the values for the above-mentioned parameters, then in 
the last step sensor node which satisfies the criteria of highest residual energy, highest 
remaining time of stay, and least distance from the base station will be elected as CH 
for further communication. 

.Node(x, y) = Max(RT S),Max(RES),Min(dis) (1) 

where RTS is the remaining time of stay of a node in the sensor network, RES is the 
residual energy level of the sensor node, and dis denotes the distance of the sensor 
node from the base station.
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Fig. 1 Sensor network architecture 

3.2 Data Aggregation Using Machine Learning 

This work proposes a machine learning-based data aggregation approach for cluster-
based networks. In MWSN clusters are formed on the basis correlation coefficient. 
The cluster head is assumed to have a higher energy level as compared to the other 
member nodes. CH is responsible to collect from its member nodes and forward it to 
the base station. During data aggregation, there are chances of sensing the same type 
of data from nearby nodes. Here, the correlation approach has been used to validate 
the similarity index among the member nodes. If the similarity index is higher than 
the specified threshold value then these nodes are considered the part of same cluster 
and are allowed to send the data to their respective cluster head. At the cluster head 
level, a machine learning-based higher correlation filter approach has been used for 
redundant data reduction during data aggregation. In this manner, filtered data will 
be transmitted to the base station, which reduces the energy consumption rate during 
the transmission and makes the network more energy efficient. The overall work of 
the proposed approach is shown in Fig. 2.
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Fig. 2 Join_R versus data sent to base station 

3.3 Methods and Tools 

In this work, the collected data is analyzed using machine learning algorithms and 
to find the best suitable approach among linear regression, K-nearest neighbors, 
Support Vector Machine, and Bayes which are compared based on mean and standard 
deviation. Table 1 shows the mean value and standard deviation obtained for each of 
these mentioned approaches and the graphical distribution is depicted in the following 
graph shown in Fig. 3. 

Table 1 Comparison of statistical techniques 

Name Mean(scores) Std(scores) 

lr 0.58333 0.13437 

knn 0.96667 0.06667 

cart 0.93889 0.08032 

svm 0.75 0.09379 

Bayes 0.95 0.07638 

Voting method 0.96667 0.06667
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Fig. 3 Dist_To_CH versus Data_R 

4 Result Analysis 

The proposed cluster head election and data aggregation approach has been imple-
mented using Python. Table 1 presents the relationship between the selected CH and 
the energy level of the sensor node. 

Algorithm 1 Cluster Head Election Algorithm 
1: Cluster Formed Using Correlation Approach 
2: Data Similarity Index is Computed for the identification of neighboring nodes 
3: if Correlation Metric Threshold Value then 
4: Execute Data Aggregation Process and Send Date to Base Station 
5: else 
6: Data Send = Base Station 
7: end if 

Figure 4 shows the relationship between two variables who_CH and the expended 
energy level of selected CH. Results obtained interpret that the cluster head selection 
process is executing as the energy level of the existing cluster head reaches a threshold 
value. X-axis defines the elected cluster head and Y-axis defines the energy level of 
the selected cluster head. The relationship between the residual energy level and the 
selected CH is represented by a dot but the figure depicts the high density of dots in 
the form of a straight line which shows a high degree of correlation between these 
variables. Nodes are of mobile nature and their energy level changes irrespective of 
their IDs. In sensor networks energy is playing a very important role, therefore their 
residual energy computation is very important for sustainable networks. The Radio 
Energy model can be used to compute the energy level of sensor nodes. The residual
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Fig. 4 who_CH versus energy level 

Fig. 5 Join_R versus time 

energy level of the sensor node is playing a very important role in the election of 
new CH in this work. 

Figure 5 shows the relationship between variables Join_R (Number of join request 
messages) and the Y-axis represents the number of data packets transmitted to a base 
station. Results obtained depict that data-sent-rate depends on the number of data
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Fig. 6 Dist_To_CH versus Data_R 

packets received from member nodes. Initially, the newly elected CH has a high 
amount of data packets then more data packets have been transmitted to the base 
station. The rate of data transmission has a direct relation with the number of data 
packets received. The rapid fall in the data packet received could be caused due to 
change of cluster head or the existing CH is no longer in its place due to its mobile 
nature. Due to CH movements, neighboring nodes may not be aware to send data or 
in the meantime, any new node may have sent the join request message to be part of 
its cluster. Therefore, nodes may start joining the new cluster. Figure 6 depicts the 
relationship between the number of data packets received with respect to the distance 
of the node from CH. X-axis denotes the distance of the node from the cluster head 
for the specific simulation round and Y-axis denotes the number of data packets 
received from member nodes. The node with the shortest distance from CH could 
send more amount of data packets with less energy consumption rate as compared 
to the node with a larger distance which will send fewer data packets. 

As there will be less energy consumption rate in case of sending the data packets 
to less distance as compared to data transmission over a long distance. More often 
data from nearby nodes reach fast but there will be chances of replication of data. 
The data packet is represented with a dot in this diagram. The high intensity of nodes 
shows a high degree of correlation among the sensor nodes. During transmission, a 
node may change its position due to the mobility factor because of a high amount of 
energy consumption rate during data transmission. 

Figure 7 shows the high degree of correlation between variables Join_R (join 
request messages) and Time. This figure depicts that as soon as any node advertises 
the message to join its cluster, the majority of the nearby nodes send the join request
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Fig. 7 Join_R versus time 

message to join announces for initially there are more nodes sending the join request 
message to be part of that cluster. The number of join request messages decreases 
with time as nodes’ energy depleted with time. 

5 Conclusion 

This paper proposed intelligent cluster formation for improving the energy efficiency 
of sensor nodes while mobility in mobile sensor networks. There is a cluster head 
election algorithm which has been proposed to select cluster heads intelligently 
based on the energy level of the sensor node. Also, it has analyzed data duplicity 
by implementing machine learning algorithms. The proposed work performance 
determines that the election of a cluster head provides an efficient node with high 
energy consumption for communication in mobile wireless sensor networks. In the 
future, the proposed work can be extended to an optimized data aggregation scheme 
by the filtration process of the duplicate data intelligently.



266 K. Gupta et al.

References 

1. Ammari HM, Das SK (2005) Trade-off between energy savings and source-to-sink delay in 
data dissemination for wireless sensor networks. In: Proceedings of the 8th ACM international 
symposium on modeling, analysis and simulation of wireless and mobile systems, pp 126–133 

2. Amutha J, Sharma S, Sharma SK (2021) Strategies based on various aspects of cluster-
ing in wireless sensor networks using classical, optimization and machine learning tech-
niques: Review, taxonomy, research findings, challenges and future directions. Compu Sci 
Rev 40:100376 

3. Anastasi G, Conti M, Di Francesco M, Passarella A (2009) Energy conservation in wireless 
sensor networks: a survey. Ad hoc Netw 7(3):537–568 

4. Anwar RW, Zainal A, Outay F, Yasar A, Iqbal S (2019) Btem: belief based trust evaluation 
mechanism for wireless sensor networks. Futur Gener Comput Syst 96:605–616 

5. Bhardwaj M, Garnett T, Chandrakasan AP (2001) Upper bounds on the lifetime of sensor 
networks. In: ICC 2001. In: IEEE international conference on communications. Conference 
record (Cat. No. 01CH37240), vol 3. IEEE, pp 785–790 

6. Chen G, Li C, Ye M, Wu J (2009) An unequal cluster-based routing protocol in wireless sensor 
networks. Wirel Netw 15:193–207 

7. Garg A, Gupta K, Singh A (2019) Cluster based energy efficient routing protocol (EERP) for 
mobile wireless sensor network 

8. Guo S, Shi Y, Yang Y, Xiao B (2017) Energy efficiency maximization in mobile wireless energy 
harvesting sensor networks. IEEE Trans Mob Comput 17(7):1524–1537 

9. Heo J, Hong J, Cho Y (2009) EARQ: energy aware routing for real-time and reliable commu-
nication in wireless industrial sensor networks. IEEE Trans Ind Inform 5(1):3–11 

10. Khan T, Singh K, Hasan MH, Ahmad K, Reddy GT, Mohan S, Ahmadian A (2021) ETERS: a 
comprehensive energy aware trust-based efficient routing scheme for adversarial WSNs. Futur 
Gener Comput Syst 125:921–943 

11. Mhatre V, Rosenberg C (2004) Design guidelines for wireless sensor networks: communication, 
clustering and aggregation. Ad hoc Netw 2(1):45–63 

12. Munari A, Schott W, Krishnan S (2009) Energy-efficient routing in mobile wireless sensor 
networks using mobility prediction. In: 2009 IEEE 34th conference on local computer networks. 
IEEE, pp 514–521 

13. Rami Reddy M, Ravi Chandra M, Venkatramana P, Dilli R (2023) Energy-efficient cluster head 
selection in wireless sensor networks using an improved grey wolf optimization algorithm. 
Computers 12(2):35 

14. Rault T, Bouabdallah A, Challal Y (2014) Energy efficiency in wireless sensor networks: a 
top-down survey. Comput Netw 67:104–122 

15. Rehman E, Sher M, Naqvi SHA, Badar Khan K, Ullah K, et al (2017) Energy efficient secure 
trust based clustering algorithm for mobile wireless sensor network. J Comput Netw Commun 

16. Sheng Z, Mahapatra C, Leung VC, Chen M, Sahu PK (2015) Energy efficient cooperative 
computing in mobile wireless sensor networks. IEEE Trans Cloud Comput 6(1):114–126 

17. Watson RT, Boudreau MC, Chen AJ (2010) Information systems and environmentally sus-
tainable development: energy informatics and new directions for the is community. In: MIS 
quarterly, pp 23–38 

18. Younis O, Fahmy S (2004) HEED: a hybrid, energy-efficient, distributed clustering approach 
for ad hoc sensor networks. IEEE Trans Mob Comput 3(4):366–379



Multi-sensor Data Fusion for Early Fire 
Estimation Using ML Techniques 

Priyanka Kushwaha, Muskan Sharma, Pragati Kumari, and Richa Yadav 

Abstract Fire alarms are an essential aspect in providing safety for individuals 
and structures during a fire emergency. However, traditional fire alarms have several 
limitations, including false alarms and slow response times. In this study, we describe 
implementation and comparison of various techniques for machine learning like 
Naive Bayes, Random Forest, KNN, Logistic Regression, SVM Linear Kernel, and 
Decision trees to improve fire detection and response using various parameters such as 
Humidity, Temperature, MQ139, TVOC, and eCO2. There are many research papers 
which use deep learning and artificial intelligence using datasets containing images. 
However, our model has used a real-time-stamped text dataset and split them into train 
sets and test sets. Using various machine learning algorithms, different parameters 
have been calculated such as accuracy, precision, F1score, sensitivity, specificity, 
kappa, and RMSE values. Our findings suggest that fire alarms play an important 
role in smart home technology by providing early warning in the event of a fire and 
helping to protect people and property. Overall, fire alarms are becoming increasingly 
integrated into smart home technology, providing users with added convenience, 
safety, and peace of mind. 

Keywords Fire alarms ·Machine learning · Fire detection 

1 Introduction 

To ensure the safety of the people inside and the building, in the event of a fire, fire 
alarms play a crucial role. They detect the presence of smoke, heat, and other factors 
and alarm people to leave the place. There are several drawbacks of traditional fire 
alarms such as [ 5] alarm triggered by cooking smoke and may have a poor reaction 
time that may lead to mishappenings. Several new developments have been there 
in fire alarms as mentioned in [ 2, 4, 13, 19– 21]with the development of machine 
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learning techniques several new opportunities in fire alarm can be seen as mentioned 
in [ 14, 15, 18, 20– 23, 25]. Machine learning can be used to predict the possibility of 
fire by analyzing a large amount of data. This will decrease response time, increase 
accuracy, and decrease the rate of false alarms. 

The aim of this study is to use machine learning methods and thus find the draw-
backs and advantages in fire alarm detection. So, for accurate fire alarm detection 
and response, various machine learning methods are used with factors like humidity, 
temperature, MQ139, TVOC, and eCO2. 

The volatile compounds present in the atmosphere are measured using the air 
quality sensor MQ139. As the MQ139 is a metal oxide semiconductor(MOS) device, 
a metal oxide substance is exploited as its sensing element. When VOCs present in 
the air come in contact with MQ139 the electrical conductivity of the metal oxide 
material changes. The bulk of VOCs in the air is measured and used by this change 
in conductivity of metal oxide material.VOCs are emitted by adhesives, cleaning 
products, fuels, paints, and many other products in the form of gases. The total 
amount of volatile organic components in the atmosphere is referred to as Total 
Volatile Organic Compounds (TVOCs). 

TVOC can be measured in micrograms per cubic meter (g/m. 
3) or Parts per billion 

(ppb). The amount of carbon dioxide, i.e., CO. 2 present in the atmosphere is referred 
to as “eCO2”, CO. 2 is a colorless, odorless gas that can be produced by both human 
and natural processes. The results from this study will help in understanding the 
importance of machine learning in fire alarms and fire detection and also will help 
in creating more accurate fire safety systems. The usage of fire alarms with smart 
home systems is becoming popular nowadays. For a more accurate and reliable fire 
safety system fire alarms are made to work with other smart home appliances like 
smart locks, smart lights, and smart thermostats. 

Among the main advantages of fire alarms in smart home technologies are: 

(1) Smart fire alarm system allows you to keep track by smartphone and notifies fire 
conditions so that necessary actions can be taken. One can immediately get to 
know about the fire conditions on one’s smartphone. 

(2) The other smart devices connected to the fire alarms can automatically respond 
to the fire conditions like the smart light can turn on and the smart lock can open, 
etc. 

(3) A more accurate solution can be provided if sensors are connected with other 
sensors such as smoke and carbon monoxide monitors with other sensors present 
in the home. 

(4) Smart fire alarms are simple to use and set up as they are generally battery-
operated and require no wire. So, they are easy to operate. 

(5) Smart home fire alarms are user-friendly as they can have machine learning 
algorithms and human-like voices.
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2 The Approach 

2.1 Scaling and Data Preprocessing 

The dataset from [ 1] is used in this research work, and variables with missing values 
have been removed. The dataset [ 1] includes data collected over time from eight 
controlled fire experiments in a laboratory setting. Half of the experiments utilized 
an electric fire source, two used paperboard cartons as the source, and the remaining 
two utilized clothing as the source. Carton_1, Carton_2, Clothing_1, Clothing_2, 
Electrical_1, Electrical_2, Electrical_3, and Electrical_4 are the different datasets as 
per the fire experiments done in the laboratory. The humidity, temperature, MQ139, 
TVOC, and eCO2 levels were recorded using sensors at the start of each experi-
ment when the fire was ignited and continued to be recorded until the fire alarm 
was activated. Any algorithm used to handle data in order to make it simpler and 
more efficient to apply classification algorithms and, as a result, improve accuracy 
is referred to as data processing. Techniques used in data processing include Fea-
ture scaling, dimensionality reduction, and normalization. In this paper, all of the 
features are scaled using normalization and feature scaling such that no feature may 
overpower any other and precise findings can be achieved. 

2.2 Algorithms for Machine Learning 

Machine learning algorithms can be unsupervised or supervised. The supervised 
algorithm initially trains the model using a labeled training dataset, and then the 
machine predicts the output in accordance with the trained model; supervised 
approaches can utilized for classification and regression, while unsupervised machine 
learning techniques cannot be used for either of these tasks because the model can-
not be trained since there is no labeled training dataset. As the early identification 
of indoor fires utilizing sensor fusion is the main objective of this work, supervised 
machine learning classification methods will be implemented throughout this paper. 
Logistic Regression, Random Forest, Support Vector Machine, KNN, SVM-RBF 
Kernel, SVM Linear Kernel, Decision Tree, and Naive Bayes are the classification 
techniques implemented. The code for an event’s occurrence in logistic regression 
[ 7, 8] is 1, whereas the code for an event’s absence is 0. The standard notation for a 
linear model’s regression is 

.y = a + bx + e (1) 

where x is the independent variable, y is the dependent variable, a is the intercept, 
b is the regression coefficient, and e is a system error. SVM [ 9] is a method of 
classification that identifies an “optimal” hyperplane as the solution to the learning
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problem. The simplest SVM algorithm is known as linear SVM if the hyperplane is 
in the space of the input data x. The hypothesis space in this consists of all subsets 
of hyperplanes with the form .y = wx + b. If the SVM discovers a hyperplane that 
is distinct from the input data x, that is, if the hyperplane is caused by the feature 
space’s inner product’s kernel K, also known as the SVM kernel, which defines 
that space’s inner product. The hypothesis space is a collection of “hyperplanes” in 
feature space that K induces through the kernel K. Since no assumptions are made 
about the dataset when using the K-Nearest Neighbor approach [ 6], it is referred to 
as non-parametric classification. It takes little time to compute and is straightforward 
and efficient. If the data is continuous, the closest neighbors are determined using 
the Euclidean distance. When classifying unlabeled data, the value of K is crucial, 
and the best value can be discovered by repeatedly running classifiers with different 
values. As a result, the computing cost is significant, and the algorithm is seen as 
being lazy. Naive Bayes [ 10] assigns a given instance the maximum all-likelihood 
elegance, and the vector of its characteristic is utilized to indicate it. This procedure 
can be simplified, making it a characteristic vector and a class if we assume that 
functions are impartially assigned elegance. 

.P(X |C) = P InP(X |C), whereX = (x1...............xn) (2) 

Nodes in the decision tree are shaped like circles, and they are connected by branches 
that resemble segments, just like a regular tree. The decision tree’s starting node, or 
root, is referred to as the root node. The decision tree descends from the root node and 
begins to grow to the right from the left. The chain’s final node is known as a leaf node. 
a set of regression and classification trees, where the predictions are combined and 
the trees are constructed using a random sample selection to determine the prediction, 
are used to form the random forest [ 11, 12]. 

3 Experiments 

The Scikit library of Python was used to implement the algorithms [ 16, 17], The mea-
sures of quantitative assessment found where Accuracy, Recall, Precision, RMSE, 
Sensitivity, F1-score, Kappa, Specificity, and Accuracy can be defined as how close 
the predictions are to the real values, but to find the perfect model as the data is not 
balanced, the calculation of other parameters is also done. Actual and anticipated 
values must be positive for there to be true positive, if actual and predicted values are 
negative then true negative, if the real value is positive but the predicted one is nega-
tive then false negative and if the real value is negative and predicted one is positive 
then false positive. The number of real positive values from all the positive values 
is termed precision, while Recall tells the number of predicted positive values out
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of real positive values. The number of correct predictions of true positives is given 
by sensitivity, while the number of correct predictions of true negatives is given by 
specificity. Root Mean Square Error (RMSE) predicts the quality of the model, a 
good quality model has a similar RMSE value for test and training sets. Kappa is a 
better term than accuracy for imbalanced data which gives a comparison between the 
accuracy observed and some random expected accuracy. The algorithm-wise results 
and observation are given below. 

3.1 Logistic Regression 

According to Table 1 of logistic regression, Carton_2 shows the most accurate results, 
i.e., 1.0 and F1Score as 1.0. The second most accurate prediction is for electrical_4, 
i.e., 0.9969, and F1_score as 0.9969. 

Table 1 Variable calculations by logistic regression 
Datasets Accuracy Sensitivity Specificity Precision Recall F1-Score RMSE Kappa 

Carton_1 0.9633 0.8823 0.9843 0.9633 0.9633 0.9633 0.1915 0.9342 

Carton_2 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 

Clothing_1 0.9768 0.0 1.0 0.9768 0.9768 0.9768 0.1519 0.9541 

Clothing_2 0.9802 1.0 0.9672 0.9802 0.9802 0.9802 0.1405 0.9647 

Electrical_1 0.9814 0.2857 1.0 0.9814 0.9814 0.9814 0.1362 0.7335 

Electrical_2 0.9725 0.0 1.0 0.9725 0.9725 0.9725 0.1656 0.0 

Electrical_3 0.9887 0.9986 0.9487 0.9887 0.9887 0.9887 0.1061 0.9567 

Electrical_4 0.9969 1.0 1.0 0.9969 0.9969 0.9969 0.0552 0.9915 

3.2 K-Nearest Neighbor 

According to Table 2 of KNN, Carton_2 shows the most accurate results, i.e., 1.0 
and F1score as 1.0.
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Table 2 Variable calculations by K-nearest neighbor 
Datasets Accuracy Sensitivity Specificity Precision Recall F1-Score RMSE Kappa 

Carton_1 0.9816 1.0 0.9692 0.9816 0.9816 0.9816 0.1354 0.9676 

Carton_2 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 

Clothing_1 0.9834 0.6666 0.9922 0.9834 0.9834 0.9834 0.1284 0.9676 

Clothing_2 0.9986 1.0 1.0 0.9986 0.9986 0.9986 0.0362 0.9976 

Electrical_1 0.9973 1.0 1.0 0.9973 0.9973 0.9973 0.0515 0.9667 

Electrical_2 0.9756 0.6 0.9937 0.9756 0.9756 0.9756 0.1561 0.4197 

Electrical_3 0.9977 1.0 1.0 0.9977 0.9977 0.9977 0.0474 0.9914 

Electrical_4 0.9989 1.0 1.0 0.9989 0.9989 0.9989 0.0319 0.9971 

3.3 SVM 

According to Table 3 of SVM, Carton_2 shows the most accurate results, i.e., 1.0 
and F1Score as 1.0. 

Table 3 Variable calculations by support vector machine 
Datasets Accuracy Sensitivity Specificity Precision Recall F1-Score RMSE Kappa 

Carton_1 0.9541 0.8823 0.9841 0.9541 0.9541 0.9541 0.2141 0.9182 

Carton_2 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 

Clothing_1 0.9768 0.0 1.0 0.9768 0.9768 0.9768 0.1519 0.9541 

Clothing_2 0.9815 1.0 0.9731 0.9815 0.9815 0.9815 0.1358 0.9670 

Electrical_1 1.0 1.0 1.0 1.0 1.0 1.0 0.0 1.0 

Electrical_2 0.9725 0.0 1.0 0.9725 0.9725 0.9725 0.1656 0.0 

Electrical_3 0.9943 0.9973 0.9914 0.9943 0.9943 0.9943 0.0750 0.9787 

Electrical_4 0.9969 1.0 1.0 0.9969 0.9969 0.9969 0.0552 0.9915 

3.4 SVM RBF 

According to Table 4 of SVM RBF, Carton_2 shows the most accurate results,i.e., 
1.0 and F1Score as 1.0.
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Table 4 Variable calculations by SVM RBF 
Datasets Accuracy Sensitivity Specificity Precision Recall F1-Score RMSE Kappa 

Carton_1 0.9541 0.8823 0.9841 0.9541 0.9541 0.9541 0.2141 0.9182 

Carton_2 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 

Clothing_1 0.9735 0.0 1.0 0.9735 0.9735 0.9735 0.1624 0.9475 

Clothing_2 0.9789 1.0 0.9729 0.9789 0.9789 0.9789 0.1451 0.9623 

Electrical_1 0.9787 0.0 1.0 0.9787 0.9787 0.9787 0.1456 0.6588 

Electrical_2 0.9725 0.0 1.0 0.9725 0.9725 0.9725 0.1656 0.0 

Electrical_3 0.9763 0.9986 0.8547 0.9763 0.9763 0.9763 0.1537 0.9060 

Electrical_4 0.9969 1.0 1.0 0.9969 0.9969 0.9969 0.0552 0.9915 

3.5 Naive Bayes 

According to Table 5 of Naive Bayes, Carton_2 shows the most accurate results, i.e., 
0.9933, and F1score as 0.9933. 

Table 5 Variable calculations by Naive Bayes 
Datasets Accuracy Sensitivity Specificity Precision Recall F1-Score RMSE Kappa 

Carton_1 0.9357 1.0 0.9508 0.9357 0.9357 0.9357 0.2534 0.8899 

Carton_2 0.9933 0.9705 1.0 0.9933 0.9933 0.9933 0.0813 0.9866 

Clothing_1 0.9900 1.0 0.9922 0.9900 0.9900 0.9900 0.0995 0.9807 

Clothing_2 0.9920 0.9787 1.0 0.9920 0.9920 0.9920 0.0889 0.9857 

Electrical_1 0.9867 1.0 0.9972 0.9867 0.9867 0.9867 0.1151 0.8520 

Electrical_2 0.9573 0.8 0.9902 0.9573 0.9573 0.9573 0.2065 0.5196 

Electrical_3 0.9673 0.9813 1.0 0.9673 0.9673 0.9673 0.1807 0.8825 

Electrical_4 0.9735 1.0 0.988 0.9735 0.9735 0.9735 0.1627 0.9301 

3.6 Decision Tree 

According to Table 6 of the Decision Tree, Carton_2 shows the most accurate results, 
i.e., 1.0 and F1Score as 1.0.
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Table 6 Variable calculations by decision tree 
Datasets Accuracy Sensitivity Specificity Precision Recall F1-Score RMSE Kappa 

Carton_1 0.9724 0.9411 0.9692 0.9724 0.9724 0.9724 0.1659 0.9510 

Carton_2 1.0 1.0 1.0 1.0 1.0 1.0 0.0 1.0 

Clothing_1 0.9933 0.8333 0.9923 0.9933 0.9933 0.9933 0.0812 0.9871 

Clothing_2 1.0 1.0 1.0 1.0 1.0 1.0 0.0 1.0 

Electrical_1 0.9946 1.0 1.0 0.9946 0.9946 0.9946 0.0728 0.9354 

Electrical_2 0.9756 0.6 0.9936 0.9756 0.9756 0.9756 0.1561 0.5907 

Electrical_3 0.9977 1.0 0.9913 0.9977 0.9977 0.9977 0.0474 0.9914 

Electrical_4 0.9959 1.0 1.0 0.9959 0.9959 0.9959 0.0638 0.9887 

3.7 Random Forest 

According to Table 7 of Random forest, Carton_2 shows the most accurate results, 
i.e., 1.0, and F1score as 1.0. 

Table 7 Variable calculations by random forest 
Datasets Accuracy Sensitivity Specificity Precision Recall F1-Score RMSE Kappa 

Carton_1 0.9724 1.0 0.9538 0.9724 0.9724 0.9724 0.1659 0.9517 

Carton_2 1.0 1.0 1.0 1.0 1.0 1.0 0.0 1.0 

Clothing_1 0.9933 0.8333 0.9923 0.9933 0.9933 0.9933 0.0812 0.9871 

Clothing_2 1.0 1.0 1.0 1.0 1.0 1.0 0.0 1.0 

Electrical_1 0.9973 1.0 1.0 0.9973 0.9973 0.9973 0.0515 0.9667 

Electrical_2 0.9878 0.8 1.0 0.9878 0.9878 0.9878 0.1104 0.709 

Electrical_3 0.9977 1.0 0.9913 0.9977 0.9977 0.9977 0.0474 0.9914 

Electrical_4 0.9979 1.0 1.0 0.9979 0.9979 0.9979 0.0451 0.9943 

3.8 Graphs 

Accuracy comparisons of various ML algorithms according to each dataset are shown 
in Fig. 1.
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Accuracy of different algorithms 
for carton 1 

Accuracy of different algorithms 
for carton 2 

Accuracy of different algorithms 
for clothing 1 

Accuracy of different algorithms 
for clothing 2 

Accuracy of different algorithms 
for electrical 1 

Accuracy of different algorithms 
for electrical 2 

Accuracy of different algorithms 
for electrical 3 

Accuracy of different algorithms 
for electrical 4 

Fig. 1 Accuracy comparisons of various ML algorithms according to each dataset are show in 
(a)–(h) 

4 Observation and Result 

Firstly, the comparison of different parameters of all the datasets has been done 
algorithm-wise. Carton_2 dataset has shown the most accurate results and F1score 
value for all ML algorithms. Then graphs were plotted to show the comparison
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between various ML algorithms for each and every dataset. KNN, Random Forest, 
and Decision Tree were found to give the most accurate results for the majority of 
datasets. 

5 Sum Up and Future Outlook 

The study compared and implemented various machine learning algorithms to 
improve fire detection and response using different metrics. This study elaborates on 
the importance of ML techniques for fire alarms and provides insights into the usage 
of ML to enhance fire safety and response. These results from the study help in the 
development of fire alarms using machine learning. Future research should explore 
the potential of other machine learning techniques, for example, deep learning algo-
rithms, for further improvement in the performance shown by fire alarms. 
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Design and Analysis of Solar Cell 
Coplanar Antenna for Wireless 
Applications 

Kathika Jyothi Naga Nivas, Putha Sathish Kumar Reddy, 
Kappa Ravi Kiran Raju, Chintha Rithvik Kumar Reddy, T. Mary Neebha, 
and A. Diana Andrushia 

Abstract This paper presents the design and simulation of a solar cell coplanar patch 
antenna for IoT and Wireless sensor Networks. In this proposed work, a single solar 
cell is used as the radiating element and can be used as a power harvesting device. 
Initially, coplanar patch antenna is designed and Solar cell is integrated with the patch 
with a thickness of 0.5 mm. The radiation characteristics of the solar cell-based patch 
design are compared with a coplanar based same structured antenna without solar 
cell integration. The proposed antenna is designed at 2.42 GHz frequency without 
solar cell and with solar cell. The proposed design provides the conversion of light 
energy to electric energy. The relative study of the design gives the performance 
measures like return loss, gain, and radiation patterns. 

Keywords Coplanar · Solar cell · FR-4 substrate · Feed · Patch antenna ·
Wireless applications 

1 Introduction 

The demand for miniaturized and cost-effective antennas is increasing day to day due 
to the prosperity of modern communication systems. Patch antennas are a popular 
choice for wireless applications due to their compact size, ease of integration, and 
relatively low cost. A patch antenna that integrates solar cells onto its surface is 
referred to as a solar cell-based patch antenna or a photovoltaic patch antenna. This
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integration’s goal is to transform the incoming electromagnetic waves into electrical 
energy so that the antenna and other devices can be powered. The suggested works 
include a solar cell antenna with dual functionality that can serve as both a power 
source for low-power wireless sensor networks and a communication antenna. By 
simulation and experimentation, the authors show that the design is feasible [1]. The 
authors developed a dual-function solar cell that can serve as both a power source 
and an antenna for a wireless sensor network and showed the dual functionality of the 
design by integrating a microstrip patch antenna with a sun cell [2]. The important 
part is the design of microstrip antennas, which are common in current communi-
cation systems. In [3], microstrip antenna analysis is examined by utilizing several 
methodologies such as transmission line theory, cavity modelling, and the moment 
method. A small dual-band solar cell antenna for energy harvesting applications is 
proposed in [4]. Another energy harvesting antenna is proposed in [5]. The antennas 
can gather energy from both ambient light and RF transmissions, and the design 
is suited for the GSM 900 and DCS 1800 frequency bands. A solar cell antenna 
is proposed in [6] for wireless power transmission applications. The antenna can 
harvest energy from both ambient light and RF transmissions, and the design is 
optimized for the 2.45 GHz frequency band. Miniaturization is yet another crucial 
thing to be considered for such antenna designs. A miniaturized dual-band solar 
cell antenna for energy harvesting applications is proposed in [7]. The antenna can 
harvest energy from both ambient light and RF transmissions, and the design is suited 
for the 2.4 and 5.8 GHz frequency bands. Solar cell-based antennas can be designed 
using a variety of techniques, including: direct integration of solar cells in antenna 
[8, 9], hybrid integration which involves integrating solar cells with antenna using a 
common substrate [10, 11], metamaterial based design [12, 13], multiband designs, 
thin film designs for flexibility [14]. The above publications contain thorough infor-
mation on the design, development, and performance evaluation of solar cell-based 
antennas that incorporate solar cells directly into the antenna surface. Solar cells with 
a transparent conductive electrode layer or a rough surface that scatters incoming 
light can lessen optical obstruction [15]. These works show that solar cells can be 
employed as a reflector in antenna systems to increase the radiation pattern, direc-
tivity, and overall performance of the antenna. Solar cell integrated antennas are thus 
a promising alternative for wireless communication systems and energy harvesting 
applications. In this work, a solar cell-based microstrip patch coplanar antenna is 
designed and analyzed. The process of creating a solar cell-based antenna is merging 
a solar cell and an antenna into a single device. The main concept is to use the solar 
cell as the antenna substrate and integrate the antenna onto the solar cell’s surface. 
These are some broad guidelines for creating a solar cell-based antenna: The first step 
in designing a solar cell-based antenna is to select an appropriate solar cell to serve 
as the antenna’s substrate. This will be determined by the antenna’s specifications, 
such as frequency range and power output. The next stage is to decide on the antenna 
design that will be integrated into the solar cell’s surface. This will be determined by 
the antenna’s frequency range and the desired gain. The orientation of the solar cell 
is critical for best efficiency. The solar cell should be oriented so that the antenna 
faces the sun, maximizing the amount of power that may be harvested.
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After determining the antenna design, it can be integrated into the solar cell’s 
surface. This is achievable through the use of typical printed circuit board (PCB) 
fabrication procedures. Once the solar cell-based antenna has been constructed, it 
should be tested to confirm that it matches the specified performance parameters. This 
is possible using basic antenna testing equipment. Lastly, the design can be adjusted 
for maximum efficiency by adjusting the antenna design and solar cell orientation. 
Solar cell and antenna design fundamentals must be understood while creating a 
solar cell-based antenna. It is advised to contact with professionals in both sectors 
to verify that the design fits all requirements. 

Remarkably, the radiators with solar cell have good antenna characteristics due to 
the coplanar structure selected for the proposed design. The suggested radiator with 
solar cell exhibits excellent radiation at the desired frequency range and is beneficial 
for wireless applications. 

The work presented in this paper is sectioned as follows. Section 2 presents the 
methodology and design of the proposed patch antenna with and without solar cell 
integration. The analysis part as well as the simulation are listed in Section 3. Finally, 
conclusion and future scope are presented in Part 4. 

2 Design Modelling 

A solar cell’s fundamental structure typically consists of the following layers: The 
top electrode, also known as the contact layer, is typically formed of a thin layer of 
metal, such as silver, and serves as the contact for the solar cell’s positive side. Anti-
reflection coating: This layer is intended to reduce the quantity of light reflected away 
from the solar cell’s surface. A thin covering of silicon dioxide or titanium dioxide 
is typically used. The absorption layer is the solar cell’s heart, where sunlight is 
absorbed and turned into electrical energy. It is typically made of a semiconductor 
material such as silicon that has been doped with impurities to form a p–n junction. 
The structure of the solar cell used in the proposed design is shown in Fig. 1. 

The solar cell coplanar patch antenna was designed with HFSS software to analyse 
the radiation pattern and gain. The planned antenna’s dimensions were 33 × 23 × 
1.6 mm in size. The optimized parameters are consistent with the design. The ground 
plane measurements are L = 33 mm, W = 23 mm, and the substrate is FR-4 with H 
= 1.6 mm, while the patch dimensions are Lp = 16 mm, Wp = 7 mm. The antenna

Fig. 1 Solar cell structure 
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Fig. 2 Proposed coplanar 
antenna (CPA) design 
without solar cell 

was built to be coplanar, which implies that all of its components are on the same 
plane. The FR-4 substrate is utilized because it lowers interference and helps to 
maintain excellent signal integrity. The substrate was designed first, and then a patch 
and ground plane was designed over and below it, with the substrate sandwiched 
between the two layers. 

Figure 2 depicts the simulated CPA. The patch was developed in CPA, and a slot 
was kept in the patch to interface with the solar cell. Figure 3 depicts the planned 
SC-CPA. The slot in SC-CPA was filled with solar cells, which were then combined 
with the patch to form a solar cell coplanar patch antenna. The outcomes must vary 
depending on the design.

The above table depicts the dimensions of the designed antenna. The antenna has 
ground length (L) of 33 mm, ground width (W) of 23 mm. The substrate height (h) 
of the antenna is 1.6 mm. The table also describes about the solar dimensions it has 
solar patch length (l) of 10 mm and solar patch width (w) of 5 mm. For excitation, 
we have given the feed for antenna and the feed dimensions are depicted in Table 1. 
The dimensions of feed are feed width (wf) is 2 mm and feed length (Lf) is 8 mm.

3 Results and Analysis 

A solar-based antenna is one that is combined with a solar panel or another photo-
voltaic (PV) device. The equivalent circuit of such an antenna would depend on 
the antenna’s and PV device’s individual design and implementation, but in prin-
ciple, it might be represented by a combination of a radiation element and a PV 
element. The radiation element, which may be described as a combination of resis-
tance, inductance, and capacitance, would represent the antenna’s ability to receive 
or send electromagnetic waves. The PV element would represent the solar panel or 
other PV device and might be represented as a current source connected in parallel 
with a diode. The solar-based antenna’s combined equivalent circuit would then be 
a combination of these two elements in parallel, with the radiation element and PV 
element sharing a common terminal. The resulting circuit would enable the antenna 
to receive and transmit electromagnetic waves while also generating solar power.
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Fig. 3 Proposed coplanar 
antenna design with solar 
cell (SC-CPA) integration: 
a perspective view b top 
view

(a) 

(b) 

Table 1 Detailed 
specifications of the proposed 
antenna 

Specifications Dimension(mm) 

Ground length L 33 

Ground width W 23 

Height h 1.6 

Solar patch length l 10 

Solar patch width w 5 

Feed width wf 2 

Feed length Lf 8

HFSS software was used to develop the solar cell coplanar antenna. Return loss, 
gain, and radiation pattern were the parameters studied. The simulated findings show 
a return loss of −13.2858 at a frequency of 2.42 GHz. The coplanar solar cell patch 
antenna has a gain of −13.22 dB. H-Plane and E-Plane radiation patterns were 
studied. SC-CPA AND CPA had bandwidths of 20 MHz and 23 MHz, respectively. 
The obtained Return loss for CPA is −12.7326 and SC-CPA is –13.2858, as shown
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in Fig. 4. Return loss is mostly determined by the antenna’s design, substrate selec-
tion, modifying the patch and ground dimensions, and properly positioning silicon 
material over the patch as a solar cell. The gain obtained for the Coplanar solar cell 
antenna is −13.22 dB, as shown in Fig. 5. We can see a reduced value of gain due to 
the silicon characteristics present on the patch. Generally, the gain of a patch antenna 
is proportional to its size, with larger antennas typically having higher gains. The 
shape of the patch antenna can also affect its gain, with some shapes (such as circular 
patches) having higher gains than others. The rise in patch gain is exactly propor-
tional to the increase in antenna design size, but the disadvantage of this statement 
is the increase in antenna weight. Another effective technique to increase gain is to 
make the solar cell as transparent as possible, as this will allow it to efficiently emit 
incoming and outgoing EM waves. 

The Radiation pattern displays the results of electric and magnetic field planes at 
90° and 0° angles, respectively. It provides the radiation pattern of the Electric field 
plane at 90°. 

The Fig. 5. gives the Gain of the Solar Cell Coplanar Patch Antenna and the value 
is −13.22 dB. 

The orientation of the electric field might change according to the design spec-
ifications of the solar cell coplanar patch antenna. The radiation pattern depicts 
the graphic layout of the antenna’s radiative properties exhibiting the direction of 
EM waves. Figure 6 depicts the magnetic field plane’s radiation pattern at 0°. The 
magnetic field plane runs through the centre of the patch and parallel to the surface 
of the solar cell. The solar cell coplanar patch antenna’s magnetic field of radi-
ation pattern is somewhat directed, providing most radiation perpendicular to the 
surface of the solar cell coplanar patch antenna. A patch antenna made from solar 
cells typically has a radiation pattern comparable to that of a normal patch antenna. 
The radiation pattern of a patch antenna is determined by its dimensions and height

Fig. 4 S11 characteristics of proposed antenna of CPA and SC-CPA antenna
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Fig. 5 Gain plot of 
proposed SC-CPA antenna

above the ground plane. The patch functions as a resonator, and the radiation pattern 
is determined by the patch’s resonant modes.

A patch antenna typically has a broadside radiation pattern, which means that the 
highest radiation is perpendicular to the plane of the patch. The pattern is frequently 
described as having the shape of a doughnut, with a null at the zenith and a maximum 
towards the horizon. The presence of solar cells may change the radiation pattern of 
a patch antenna based on solar cells. However, the effect is likely to be small and 
should not significantly alter the overall radiation pattern of the antenna. The overall 
performance of the proposed antenna with and without solar cell is summarized in 
Table 2. 

The paper is compared to the other papers with return loss, and Gain. This paper 
gives the result of return loss around −13 and compared paper gives – 33.2, the gain 
of this paper is −13.22 dB and the compared paper gives the gain of 4.19 dBi. The 
results vary according to the antenna designs. 

The above table compares the return loss, gain and bandwidth between Coplanar 
Patch Antenna (CPA) and Solar cell Coplanar Patch Antenna (SC-CPA). The return 
loss for CPA is −12.7326 and the return loss for SC-CPA is −13.2858 which shows 
that there is a decrease in return loss when placed with Solar cell in CPA. The Gain 
for two antennas are −10.31 dB and −13.22 dB. The Bandwidth for the two antennas 
are 23 MHz and 20 MHz. These are the compared values presented in Table 2.
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(a) 

(b) 

Fig. 6 2D radiation pattern of CPA and SC-CPA: a E plane  b H plane

Table 2 Comparison of CPA & SC-CPA 

Antenna Return loss Gain Bandwidth 

Coplanar Patch Antenna (CPA) −12.7326 −10.31 dB 23 MHz 

Solar cell Coplanar Patch Antenna (SC-CPA) −13.2858 −13.22 dB 20 MHz 

4 Conclusion 

A novel Coplanar Solar Cell Patch Antenna has been presented. Measurement and 
simulation show that the antenna provides about −13 return loss. The antenna 
provides a gain of −13.22 dB. The bandwidth provided by the coplanar solar cell 
patch antenna was 20 MHz and the result of coplanar antenna without solar cell 
provides 23 MHz. The light intensity enhances the conductivity of a solar cell in 
silicon layer. The designed antenna is mainly used in applications like IoT.
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Open Permissioned Blockchain Solution 
for Private Equity Funding Using 
a Global, Cross-Cloud Network 
Blockchain Platform 

S. Rajarajeswari, K. N. Karthik, K. Divyasri, Anvith, and Riddhi Singhal 

Abstract The capitalization table, commonly known as a cap table, is a compre-
hensive record of ownership and equity distribution within a company. It serves as 
a document, typically in the form of a spreadsheet or database table, that outlines 
all the securities or shares in a company and presents the equity capitalization of 
the company. However, cap tables maintained on centralized databases are suscep-
tible to significant attacks. Corda has emerged as a blockchain platform specifically 
designed for business applications, prioritizing privacy and scalability. Corda oper-
ates as a private blockchain, enabling communication exclusively between involved 
parties in a transaction. Its primary objective is to facilitate secure and efficient value-
added transactions and data sharing among businesses. As a solution, a Corda-based 
platform is proposed to bring together companies and investors for private equity 
funding. The proposed platform leverages a secure version of the cap table, referred 
to as a mirror table, to deliver cap table functionalities. By utilizing the blockchain 
technology provided by Corda, transactions become secure and tamper-proof, signif-
icantly reducing the risk of fraudulent activities and enhancing investor confidence. 
This innovative approach has the potential to revolutionize the crowdfunding industry 
by establishing a secure and transparent means for businesses to raise capital and for 
investors to participate in investments. 

Keywords Blockchain · R3 Corda · Private equity funding ·Mirror table ·
Capitalization table · Smart contracts · Security 

1 Introduction 

Private equity funding is a form of investment in which funds are invested directly into 
privately held companies. Private equity funding offers several advantages to busi-
nesses. It provides access to substantial capital that can be used for various purposes,
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including business expansion, acquisitions, or strengthening the company’s finan-
cial position. Additionally, private equity investors often bring industry expertise, 
strategic guidance, and operational support to help companies achieve their growth 
objectives. In private equity funding, investors acquire an ownership stake in the 
company in exchange for their investment. This ownership stake, often represented 
by equity or shares, gives investors the opportunity to share in the company’s profits 
and value appreciation over time. 

Shares are units of ownership in a company that represent a portion of its total 
equity. When a company issues shares, it is essentially selling a portion of its owner-
ship to investors in exchange for capital. A capitalization table [1], also known as 
a cap table, is a document that tracks the ownership and equity distribution of a 
company. It lists all the securities or shares in the company and shows the equity 
capitalization of a company. It is important because they provide a detailed break-
down of how much of the company each investor owns, and how much they paid 
for their shares. Cap tables can become complex as a company grows and takes on 
additional investors. Maintaining an accurate and up-to-date cap table is important 
for transparency and investor confidence, as errors or omissions can lead to disputes 
and legal issues. Cap tables stored on a centralized database table [2] can be prone 
to serious attacks and vulnerabilities [3]. This is where blockchain [4] technology, 
and specifically the Corda [5] blockchain, can provide enhanced security and trans-
parency by ensuring that transactions are secure and tamper-proof, reducing the risk 
of fraud and improving investor confidence. 

Corda blockchain is suitable for private equity funding [6] platforms due to its 
design for business use cases, smart contract [7] technology, privacy, and scalability. 
A private equity funding platform on Corda would enable businesses to raise capital 
directly from investors, reducing costs, and streamlining the fundraising process. 
Smart contracts would manage investor agreements, handle dividend payments, and 
ensure compliance with regulations. Corda’s private blockchain ensures privacy and 
confidentiality for sensitive business and financial information, while its scalability 
allows for a high volume of transactions to be processed quickly and efficiently. 

2 Related Work 

Corda as a platform is introduced by Brown et al. [8] to reduce the cost of financial 
services by automating the manual process of synchronization. It emphasizes exten-
sibility, non-functional needs, and engineering for institutional requirements. Corda 
is designed to record and enforce business agreements between registered finan-
cial institutions, and it adopts a novel approach to data distribution and transaction 
semantics while preserving the benefits of distributed ledgers. Overall, Corda aims to 
provide a shared ledger fabric for financial service use cases that are implementable 
in accordance with current legal frameworks and relies on tried-and-true technology. 
Hern et al. [9] introduced Corda as a decentralized global database and explained
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how it works as a platform for decentralized app development. The article high-
lights Corda’s smart contracts, which operates on the JVM, providing access control 
and schema definitions for decentralized data sharing among multiple nodes with 
mutual mistrust. The system includes an identity management system and notaries 
for algorithmic flexibility in distributed consensus systems. Corda does not require 
mining or chains of blocks and allows users to analyze ledger data with standard 
SQL queries against established database engines. Lastly, the article outlined future 
work to improve privacy, security, robustness, and adaptability by integrating other 
privacy technologies. Valenta et al. [10] compared three DLTs: Hyperledger Fabric, 
R3 Corda, and Ethereum. It was found that Fabric and Ethereum are both adapt-
able in different ways, with Ethereum’s smart contract engine making it a universal 
platform and Fabric addressing scalability and privacy challenges with its permis-
sion mode and modular architecture. Corda is designed specifically for the financial 
sector, with legal language added to smart contracts for a regulated environment. 
Overall, the study highlights the different strengths and weaknesses of each DLT and 
how they can be applied to different use cases. 

Numerous authors have suggested blockchain-based solutions for private equity 
funding in recent times. Nikhil et al. [11] proposed a blockchain-based method of 
crowdfunding that creates smart contracts enabling investors to raise and reserve 
funding for projects while allowing contributors to manage the invested money. The 
interface was deployed into the Ethereum network, creating a decentralized web app 
with a user interface for managing projects and requests. This approach is still in its 
experimental stages, and legal and technical issues need to be addressed. However, 
the proposed crowdfunding application lays the groundwork for future research and 
improvements while ensuring the safety of the concepts realized. Dave et al. [12] 
suggested a decentralized and secure crowdfunding system using blockchain tech-
nology that eliminates the need for traditional crowdfunding platforms. This method 
allows entrepreneurs to collect the entire amount of money raised from investors by 
removing platform fees and payment handling costs. The proposed system offers a 
fast and secure way to transfer money from backers to authors. However, the study 
identified the need for a secure transaction validation mechanism to ensure that only 
legitimate transactions are stored in the blockchain, protecting business ideas from 
being replicated after they are published, and creating a proportional compensation 
system for both miners and backers. 

Sahu et al. [13] proposed a blockchain-based method to prevent fraud on crowd-
funding platforms using smart contracts. Their primary goal was to create a trans-
parent platform for campaign managers to use the raised funds. The solution was 
tested on Rinke by Network and implemented using Ethereum and Solidity. The 
proposed system allowed users to report potential scams and weaknesses in crowd-
funding platforms, providing more secure alternatives. The smart contracts interacted 
with the blockchain network to ensure transparency and prevent fraudulent activi-
ties. Campaign designers were restricted from moving invested funds, and investors 
had to vote for any change in the usage of funds. The approach aimed to increase 
confidence among investors and promote transparency in the crowdfunding process. 
Roth et al. [14] proposed the tokenization of equity crowdfunding on a blockchain
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as a potential strategy to simplify the process of raising funds for entrepreneurs. 
They suggested classifying token standards based on UTXOs, layers, and smart 
contracts and examined the benefits of tokenization, including programmable assets, 
access to the blockchain ecosystem, improved share division, and the emergence 
of a viable secondary market. By allowing the ledger of assets to be separated 
from the crowdfunding platform through tokenization, the cost of secondary market 
trade and the influence of middlemen are reduced. However, potential disadvantages 
include knowledge gaps, legal complexities, and high energy consumption in proof-
of-work blockchains. Lee and Rahim [15] proposed a decentralized web application 
called FundDapp that utilizes blockchain technology to protect data in crowdfunding 
transactions. The application aims to provide a peer-to-peer transfer service and a 
blockchain website for crowdfunding, which was tested on the Ethereum network. 
An object-oriented software development model was used to develop the primary 
functions of the application which included the Python Flask framework and Web3.js 
library. The study demonstrated that web applications can establish point-to-point 
communication between two parties using the smart contract mechanism, which 
could increase the adoption of blockchain technology for enterprise data security. 
However, the limitations of the application include the need for Metamask installa-
tion to use the transaction capability, the lack of a search bar, and no option for users 
to edit previously submitted comments. 

3 Proposed Work 

The proposed work is to create a Corda blockchain-based equity crowdfunding plat-
form that utilizes decentralized and distributed ledger technology to enable investors 
to invest in early-stage businesses in exchange for equity ownership. The platform 
will allow businesses to raise capital by offering equity to a large number of investors, 
while investors can participate in investment opportunities that were previously only 
available to venture capitalists and high-net-worth individuals. 

In Corda, a state [16] represents a digital representation of an agreement or a 
fact that needs to be shared between parties in a distributed ledger. States in Corda 
are immutable, which means that once a state is created, it cannot be modified. 
Contracts in Corda are the business logic that defines how states can be created, 
updated, and consumed. A contract can validate that the data in a state is consistent 
and can enforce specific constraints or conditions that must be met before a state 
can be considered valid. Flows in Corda are processes that enable parties to agree 
on and update shared facts, which are represented by states. Flows in Corda are 
implemented as co-routines, which enable them to suspend and resume execution as 
needed. Flows can also communicate with each other and exchange information to 
reach a consensus on the updates to be made to shared states. 

Firstly, state objects that represent the shared fact or agreement between parties 
are defined. Next, the contract code that defines rules for how the state can evolve is 
written. The flow code that defines the processes of how parties interact with each
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other and with the ledger is written. This includes defining the steps for creating, 
updating, or consuming states. Lastly, the code is tested to ensure that it func-
tions correctly and that all parties can execute transactions according to the defined 
processes. Figure 1 summarizes the states and flows involved in the funding platform. 
The description of the states and flows involved is given below. 

States:

• EKI state—It represents the details of a share—company name, symbol, total 
supply, and price for each share.

• Notification state—It represents the information to be broadcasted to all investors 
from the trustee—company name, symbol, currency, and price for each share.

• Acceptance state—It represents the request made by an investor to the company— 
investor name, company name, and number of shares requested.

• Mirror state—It represents the various information that will be stored in the mirror 
table such as investor name, number of shares, and percentage of equity. 

Flows:

• CreateAndIssueStock—It is initiated by the company to create a TEST stock.
• IssueMoney—It is initiated by the bank to transfer fiat currency to the investor.
• NotificationFlow—It is initiated by the trustee to broadcast information about 

available shares to the investor.
• AcceptanceRequest—It is initiated by the investor to create an Acceptance state 

in order to request the company for the stocks.

Fig. 1 Architecture diagram depicting the states and flows involved 
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• AcceptanceValidate—It is initiated by the company to acknowledge the accep-
tance of the request made by the investor.

• MoveStockInitiator—It is initiated by the company to swap the tokens and USDC 
between the company and the investor.

• GetTokenBalance—It can be initiated on any node to query token balances.
• Mirror table flow—It is initiated by the company to create a view of the mirror 

table. 

4 Methodology 

The overview of the process of issuing new shares in a company as fungible tokens, 
and allowing investors to participate in a crowdfunding campaign to purchase those 
tokens using USDC stablecoins is shown in Fig. 2. The steps involved are as follows: 

Step 1: The company issues new shares as tokens, specifying the name of the 
company, the symbol of the token, the total supply, and the price of each share. 
These shares are implemented as fungible tokens, meaning they are interchangeable 
with one another. 

Step 2: The bank issues USDC stablecoins to the shareholder who wishes to partic-
ipate in the crowdfunding campaign. The bank specifies the amount of USDC to be 
issued and the party to whom it should be issued. 

Step 3: Once the company issues share as tokens, the Trustee broadcasts this 
information to the investors.

Fig. 2 Sequence diagram depicting the flow of data 



Open Permissioned Blockchain Solution for Private Equity Funding … 295

Step 4: Investors can then participate in the crowdfunding campaign by sending a 
request to the company expressing their interest in buying the shares. The Trustee 
monitors this by adding its signature to the request transaction. 

Step 5: The company views the list of requests made and decides to sell shares to 
one of the interested shareholders. The Trustee monitors this by adding its signature 
to the swap transactions. 

Step 6: Once the company accepts the request, a corresponding number of tokens are 
transferred from the company’s vault to the investor’s vault. Its equivalent USDC is 
transferred from the investor’s vault to the company’s vault. 

Step 7: Finally, the Mirror Table is updated by fetching the details from the trans-
actions logged previously. The mirror table records ownership details for the shares 
on a blockchain and is updated whenever shares are transferred between investors or 
between investors and the company. 

The implementation of the above process would require the development of smart 
contracts and the integration of the Mirror table with the blockchain network being 
used, as well as the integration of the various software components involved in the 
issuance of tokens and stablecoins. 

5 Results 

The platform provides a user-friendly and effective interface that is developed using 
React JS and uses restful APIs to communicate with the Corda nodes. The plat-
form guarantees the security and transparency of transactions by employing Corda’s 
blockchain technology, while React JS offers an engaging and responsive user inter-
face for investors and companies. The application provides a streamlined fundraising 
procedure, which lowers expenses and boosts efficiency for both investors and 
companies. The platform utilizes a secure version of the capitalization table, called 
a mirror table, to provide cap table functionalities. The mirror table is stored on the 
Corda blockchain, ensuring that transactions are secure and tamper-proof, reducing 
the risk of fraudulent activities, and enhancing investor confidence. 

The platform allows businesses to issue shares as tokens on the blockchain and 
enables investors to participate in crowdfunding campaigns by purchasing these 
tokens using USDC stablecoins. This tokenization process provides liquidity and 
flexibility for investors, as they can easily trade and transfer their ownership through 
the platform. Tokenization also simplifies the process of fractional ownership, 
enabling investors to purchase smaller portions of shares, which can be beneficial for 
angel investors seeking to diversify their portfolios. With the platform, investors can 
participate in crowdfunding campaigns by purchasing company tokens using USDC 
stablecoins. This simplifies the investment process by leveraging a familiar digital 
currency and bypassing the complexities of traditional fiat currency transactions. The 
integration of stablecoins adds stability and reduces the volatility typically associated 
with cryptocurrency-based investments.
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The platform allows businesses to raise capital directly from investors, eliminating 
the need for intermediaries and reducing administrative costs. This direct peer-to-peer 
approach cuts out the need for traditional financial institutions, legal intermediaries, 
and other service providers, resulting in cost savings for both parties involved in the 
investment process. Moreover, the trustee also provides a layer of trust and security 
for both investors and companies and provides dispute resolution services. The plat-
form provides investors and companies with easy access to information about the 
company’s stock distribution and individual shareholdings through the mirror table. 
This transparency allows investors to make informed decisions based on the current 
ownership structure of the company, facilitating better investment choices. 

6 Conclusion 

The proposed Corda-based platform for private equity crowdfunding is a timely 
initiative that could provide several benefits to investors and companies. The COVID-
19 pandemic has disrupted traditional investment markets, leading to increased 
interest in alternative investment options like private equity crowdfunding. This plat-
form could democratize access to investment opportunities by making private equity 
crowdfunding more accessible to a wider range of investors. Additionally, the use 
of smart contract technology and a secure, decentralized system can improve secu-
rity, efficiency, and transparency while reducing transaction costs. The off-chain cap 
table can ensure legal compliance and build trust between investors and the company, 
while also providing a transparent record of ownership. Furthermore, the platform 
can help investors take advantage of recent regulatory changes that makes it easier 
for companies to raise capital through private equity crowdfunding. 

In the future, the project could explore further enhancements, such as integrating 
AI for better decision-making, to improve the platform’s usability and effectiveness. 
The proposed platform could potentially expand its scope to include more features 
and capabilities to serve its users. It could provide more comprehensive and advanced 
data analytics tools to investors and companies, enabling them to make better invest-
ment decisions and more informed business decisions, respectively. It could also 
integrate with other blockchain networks or platforms to provide a wider range of 
investment opportunities and access to a larger pool of investors. 
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inventor. By reviewing the existing legal framework, examining inventorship criteria, 
analyzing challenges tied to legal inventorship for AI-generated inventions, reviewing 
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1 Introduction 

As per the Markets report, the business for AI is expected to increase at a CAGR of 
36.2% during the projected period, from $ 86.9 billion in 2022 to $ 407.0 billion by 
2027 [1]. The growth of AI has been facilitated by the development of new techniques 
and models, faster computer processing, data availability, and other variables. Manu-
facturing, shopping, medical care, and finance are just a few of the industries that use 
AI. The development of various technologies and the accessibility of additional data 
have all enabled the proliferation of AI applications. Consequently, organizations 
and enterprises may now employ AI for a range of functions, including identifying 
fraudulent activity and maintenance prediction to customer service and data analysis 
[2]. 

Intellectual property law as we know it is challenged by the idea of AI as an 
inventor. Important issues regarding the ownership and defense of AI-generated 
inventions are raised by this. It is not yet apparent if AI may be acknowledged as a 
legal inventor, despite the fact that AI-generated output is growing more and more 
common. The inventor must be a natural person according to existing patent laws, 
which further complicates the situation [3]. In the present-day patent system, there is 
one requirement for inventorship that the creation must be novel in nature. Also, the 
person who invented it must have made a substantial contribution to the innovation. 
Since the AI system developed the concept, yet a human may have contributed to 
the programming of the AI system, it is uncertain who would fit these conditions in 
the case of inventions produced by AI. Recognizing AI as an inventor raises legal 
questions that could result in drawn-out legal disputes because the present-day patent 
system requires inventors to be human [4]. The following are the goals of this essay:

• To give a general introduction to AI and its applications, investigate the require-
ments for legal inventorship with patent rules, and evaluate relevant case law and 
global viewpoints.

• To analyze the legal challenges and implications of recognizing AI as a legal 
inventor under patent laws, propose potential solutions, and provide implications 
for policy and practice. 

The paper begins with an overview of AI, including its definition, types, and 
applications in Sect. 2. It then examines the criteria for legal inventorship under patent 
laws and the challenges of assigning inventorship to AI-generated inventions under 
Sect. 2. Under Sect. 3 case law related to AI-generated inventions and international 
perspectives on the issue of legal inventorship have been discussed. The implications 
of recognizing AI as a legal inventor are discussed, including economic, social, 
ethical, moral, and patent system implications are explored under Sect. 4. Section 5 
proposed solutions for recognizing AI as a legal inventor and implications for future 
legal and technological developments. The study highlights the need for policy and 
practice to keep up with the rapidly evolving field of AI and the importance of 
considering the implications of recognizing AI as a legal inventor. Section 6 provides 
the future of developing new models for determining legal inventorship and analyzing
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the potential economic impacts of recognizing AI as a legal inventor. Section 7 
concludes by discussing the significant implications. 

1.1 Social Significance 

This research holds significant social importance in the context of our rapidly 
advancing technological landscape. As AI continues to evolve and demonstrate 
remarkable abilities in generating novel and inventive solutions, it raises critical 
questions regarding the legal framework surrounding intellectual property rights. 
This study’s social significance lies in its exploration of the implications of recog-
nizing AI as a legal inventor within patent laws. The outcome of this research has 
the potential to shape the future of innovation, entrepreneurship, and technological 
progress [5]. By examining the current legal landscape, the paper sheds light on the 
potential barriers or opportunities that arise when granting AI systems inventorship 
rights. Addressing this issue has broad social ramifications. Determining whether 
AI can be recognized as a legal inventor affects various stakeholders, including 
inventors, researchers, companies, and society at large. The findings of this study 
can impact the fairness of intellectual property systems, the balance between indi-
vidual and collective contributions to innovation, and the promotion of responsible 
AI development. Moreover, this research helps society navigate the ethical and legal 
complexities associated with AI’s increasing autonomy. 

1.2 Research Methodology 

The methodology employed for this paper is a non-empirical research approach, 
which involves the analysis of existing literature, case law, and legal frameworks 
related to the issue of recognizing AI as a legal inventor under patent laws. An 
organized search and analysis of pertinent literature, case law, and legal frameworks 
concerning the recognition of AI as a legitimate inventor under patent laws were 
part of the non-empirical research approach employed in this paper. The research 
was carried forward by using several kinds of databases, including LexisNexis, 
Westlaw, and Google Scholar, as well as additional academic and legal sources. 
To uncover relevant information, search terms including “AI inventorship,” “patent 
law,” “IP,” “machine learning,” and “AI” were employed. No particular era or region 
was excluded from the search. Instead, it aimed to provide a comprehensive overview 
of the legal landscape related to the recognition of AI as a legal inventor. To retrieve 
relevant sources, the search was conducted by using titles, abstracts, and full-text 
articles.
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2 Overview of Artificial Intelligence 

The future belongs to AI, not just for Russia but for the entire human race. It brings 
with it enormous potential as well as unpredictable threats. As per the vision of, 
Russian President Vladimir Putin [6], whoever seizes control of this arena will like-
wise seize control of the entire earth. The ability of a modern computer system 
to perform tasks that often require human intelligence, such as learning, problem-
solving, and decision-making, is referred to as AI. The broad field of AI in the fields of 
engineering and computer science is focused on the creation of intelligent computers 
that can do jobs that ordinarily need human intellect [7]. Based on its abilities AI 
can be divided into a number of categories, including: 

(A) Rule-Based or Expert Systems 

To make decisions based on incoming data, these systems use a set of pre-defined 
rules or if-then statements. They are frequently employed in industries like banking 
and medicine. Expert systems come to a conclusion or make a choice based on a 
combination of data and rules. The rules are frequently expressed in the form of 
if-then statements, where the system evaluates the input data to a set of requirements 
before acting in line with the findings [8]. 

Figure 1 is about the structure of expert systems which are commonly used in 
fields like medicine and finance, where they can be used to make decisions based on 
large amounts of data and complex rules 

(B) Machine Learning (ML) 

This kind of AI makes use of statistical models and algorithms to give machines 
the ability to learn about data and get better over time. Applications like speech 
recognition, picture recognition, and NLP [9] all frequently employ this. Large-scale 
data is used to train ML algorithms, which can then use the data to find patterns and 
predict future outcomes. These forecasts depend on statistical models that provide

Fig. 1 Rule-Based Expert 
system structure 
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the computer with the ability to identify and classify data into several categories 
or forecast future events. Natural language processing, speech recognition, image 
recognition, and recommendation systems are just a few of the many uses for machine 
learning [10]. 

(C) Deep Learning (DL) 

By utilizing artificial neural networks, this kind of ML aims to replicate how the 
human brain functions. Language translation and NLP are just a few of the appli-
cations that tremendously benefit from DL. For example, deep learning algorithms 
can be trained to recognize and classify objects in images like cars, buildings, and 
animals [11]. They can be applied to study speech patterns as well as hear spoken 
words and phrases. NLP uses DL to build models of language that can comprehend 
the meaning of the text and provide responses that are human-like [12]. 

Figure 2 While ML focuses on methods that allow computers to learn from data, 
and DL is a subset of machine learning that uses neural networks with numerous 
layers, is about the scope of AI includes the vast subject of constructing intelligent 
systems 

Fig. 2 Ambit of AI, ML, and DL
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(D) Natural Language Processing (NLP) 

Computers can understand and translate spoken and written human language thanks 
to this type of AI. This is used in applications like language translation, virtual 
assistants, and chatbots. In order for computers to engage with people in a way that 
feels natural and intuitive, NLP tries to enable them to understand both spoken and 
written human language. A range of techniques and tools, such as DL, ML, and 
linguistics, are used by NLP systems to process and analyze human language [13]. 

(E) Robotics 

This kind of AI employs machines to carry out operations that demand direct physical 
contact with the environment. Manufacturing, healthcare, and other industries all use 
robots [14]. The creation of machines that can carry out activities autonomously or 
with little assistance from humans is the main objective of robotics technology. AI 
is used in finance to identify fraud, evaluate risks, and analyze investments, assisting 
financial firms in making better decisions [15]. AI is used in industry to improve 
operations through process optimization, quality control, and predictive maintenance 
[16]. 

3 Patent Laws and Legal Inventorship 

Patent laws are designed to defend inventors and honor their creative effort. Only the 
inventor (or inventors) may file an application for a patent for their innovation in the 
majority of nations [17]. The basis for choosing who should be listed as the inventor 
of a specific invention is also provided by patent laws [18]. To obtain a patent, the 
invention must meet certain criteria that vary by jurisdiction but generally include: 

1. Originality: The invention must be brand-new and unheard-of. This means that 
prior to the filing date of the patent application, the invention cannot have been 
publicly used, offered for sale, or discussed in any printed publication. 

2. Inventive step/non-obviousness: The invention must be obscure to someone 
with common knowledge of the field [19]. An innovative step must be present in 
the invention that a person operating in the same field would not recognize [20]. 

3. Utility/Industrial applicability: The invention must have practical use to 
achieve certain objectives and be capable of being made or used in some kind of 
industry. The invention must not be purely theoretical or abstract [21]. 

4. Enablement/Description: The patent application must describe the invention in 
sufficient detail so that a person having ordinary skills in the relevant field can 
understand how to make and use the invention. The description must enable a 
person to carry out the invention without undue experimentation [22]. 

5. Statutory Subject Matter: The invention must be eligible for patent protection 
under the relevant law [23].
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Fig. 3 Criteria for patent 
eligibility 

Figure 3 explains the patenting criteria. An innovation needs to be new, not already 
known, and useful in order to qualify for a patent. Natural laws, abstract concepts, 
and phenomena are typically not patentable. 

4 Case Law and International Perspectives 

Around the globe, there have been a few well-known instances of AI-generated 
inventions that have brought to light the difficulties in identifying the inventorship 
and patenting for such creations. Here are some examples: 

Dabus 

In 2019, an AI system called DABUS (Device for the Autonomous Bootstrapping of 
Unified Sentience) was credited with inventing two new products—a food container 
and a flashlight—by an inventor Dr. Thaler. Dr. Thaler argued that DABUS should 
be recognized as the inventor, as it had created the inventions without any human 
involvement or intervention. He also thought that recognizing AI as creators would 
foster innovation and the development of revolutionary AI technologies. The United 
States Patent and Trademark Office (USPTO) rejected the patent applications, despite 
the fact that only a real person can be identified as an inventor [24].
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Thaler V Commissioner of Patents 

In 2021, the Federal Court of Australia dismissed an appeal by Dr. Thaler against 
the Australian Patent Office’s decision to refuse his patent applications for two AI-
generated inventions. The court ruled that an inventor must be a natural person 
and that the AI system cannot be named an inventor [25]. Because an inventor 
must be a natural person and the AI system could not be listed as an inventor, the 
Australian Patent Office rejected the patent applications. Dr. Thaler had appealed the 
ruling, claiming that the current patent system was inadequate to address the special 
capabilities of AI and that recognizing AI as inventors would encourage innovation 
[26]. Some legal professionals and business organizations have applauded the ruling, 
arguing that it clarifies and stabilizes Australian patent law [27]. 

The University of Surrey V. Mipsology SA 

In a lawsuit in the UK, the University of Surrey asserted that a patent application 
for a better technique of encoding video data was the sole creation of an AI system 
it had created. The patent application was rejected by the UK Intellectual Property 
Office because it was determined that the AI system did not satisfy the requirements 
for inventorship [28]. 

Warner-Lambert Company LLC V. Actavis Group PTC EHF 

In this case, the UK High Court considered the patentability of a new drug compound 
created using AI. The court held that the drug was not patentable because it was 
obvious to a skilled person in the field, even though it was created using AI [29]. 

These examples demonstrate the persistent uncertainty and divergence around 
the obtaining a patent and the inventorship of inventions made possible by artificial 
intelligence. A human inventor must be identified in the patent application in several 
nations, notably the US and Australia, where there is a specific legal definition of 
what constitutes an inventor. The UK and Europe, on the opposite hand, adopt a more 
permissive stance and permit the naming of entities other than people as innovations 
in applications for patents [30]. Although it has not yet become a legally binding 
ruling, the Japan Patent Office recently recognized an AI system as an inventor in a 
patent application [31]. The issue of legal inventorship for AI-generated inventions 
is likely to become increasingly important as AI technology continues to advance 
and becomes more prevalent in various industries [32]. 

5 Implications of Recognizing AI as a Legal Inventor 

A significant change in how we see innovation and intellectual property would result 
from AI being recognized as a legal inventor. There would be huge, if AI were to be 
acknowledged as a legitimate inventor. Here are a few instances: 

(a) Ethical and Moral Implications: A lot of questions are raised when we are 
recognizing AI as a legal creator. For instance, it begs the question of what
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creativity and innovation are, as well as whether machines can be genuinely 
referred to as “creative” in the same sense as people [33]. 

(b) The patent system: If AI is granted as a legal inventor, then the present patent 
system collapses. Specifically, while determining who owns the rights to an 
invention and who is entitled to financial compensation for its use is the biggest 
challenge. It could also raise questions about the role of patent law in incen-
tivizing innovation, particularly if AI-generated inventions are more prevalent 
in the future [34]. 

(c) Social and economic repercussions: By altering how invention is rewarded 
and encouraged, the legalization of AI as an inventor may have a huge effect on 
the economy [35]. 

6 Potential Solutions for Recognizing AI as a Legal 
Inventor 

Numerous obstacles must be overcome before AI may be considered a legitimate 
creator, and their legal, ethical, and social ramifications must all be carefully consid-
ered [36]. The following are some potential answers and future directions that might 
be investigated in order to overcome these issues: 

(a) Co-inventorship: Recognizing the AI system’s human inventors as co-inventors 
is still another option. This strategy could help to ensure that human inventors 
continue to receive credit and compensation for their efforts by acknowledging 
their role in the development of the AI system [37]. 

(b) Legal framework: A new legal framework that recognizes AI as a legitimate 
creator and includes proper rules for assessing the requirements for inventor-
ship, ownership, and reward [38] could be one option. This could include devel-
oping specific regulations and laws that address the unique characteristics of 
AI-generated inventions, such as the fact that they do not have the legal capacity 
to enter into contracts [39]. 

(c) Industry standards and best practices [37]: The creation of industry standards 
and best practices that specify how to manage inventions produced by AI is 
another potential remedy [40]. These could include recommendations on how 
to resolve disputes involving AI-generated inventions as well as rules on matters 
like ownership, responsibility, and infringement [41]. 

(d) Hybrid models: Using a hybrid model that incorporates aspects of the afore-
mentioned strategies is one option. This might entail giving the AI system 
specific rights and safeguards while also making sure that human inventors 
retain ownership of the innovation [42]. 

(e) Licensing agreements: Utilizing licensing agreements to resolve ownership 
and control of inventions produced by AI is another option. For instance, a 
business that generates an idea using AI could obtain a license from the owner 
of the AI system [43]. This would enable the business to market the invention
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while also guaranteeing that the person who created the AI system is paid for 
their efforts. 

(f) Decentralized models: A decentralized paradigm has been proposed as being 
better suitable for recognizing AI as a legal inventor. In order to do this, a system 
where numerous stakeholders, including the AI system and its developers, can 
participate in the invention and benefit from the results must be developed. 
Such a model would necessitate the establishment of new governing bodies and 
legislative frameworks [44]. 

(g) Social contracts: Another potential solution is to use social contracts to govern 
the ownership and control of AI-generated inventions. This would involve 
creating informal agreements between the parties involved, based on shared 
ethical principles and values. 

7 Results and Discussion 

The study presented several notable cases and international perspectives on the 
patentability and inventorship of AI-generated inventions. These cases shed light 
on the challenges and uncertainties surrounding the recognition of AI as a legal 
inventor. The examination of these examples and viewpoints has made clear the 
necessity of a thorough and modern legal framework that can address the particular 
properties of inventions produced by AI. The lack of agreement and consistency 
across various nations on the recognition of AI as a legal creator is one of the study’s 
major results. Countries with strong definitions of inventorship, such as the United 
States and Australia, call for a natural person to be identified as an inventor. In 
contrast, nations with more open policies, notably the United Kingdom and Europe, 
let non-human entities, including AI systems, to be recognized as inventors. Poten-
tial solutions were explored to address the challenges of recognizing AI as a legal 
inventor. One suggested solution is to create a new legal framework that specifically 
addresses the criteria for inventorship, ownership, and compensation in AI-generated 
inventions. 

8 Way Forward 

The legal system and regulations will probably need to be changed as AI technology 
develops to take these advancements into account. To make sure that legal frameworks 
continue to be applicable and efficient, it is crucial to have constant conversations 
and involvement between the legal and technological sectors. Although there may 
be solutions, cooperation and involvement between legal, technological, and social 
players will be necessary to build a legal framework that addresses the special features 
of inventions produced by AI. To address the particular issues that AI presents, ethical 
norms and guidelines must be created. This requires cooperation across stakeholders
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in the legal, technological, and societal realms. A culture of ethical innovation should 
be supported in order to make certain that the development of AI takes into account 
the wider effects of AI on society. We can ensure that the benefits of AI are achieved 
while also taking into account important ethical and social challenges by doing these 
things. 

9 Conclusion 

The complicated issue of whether AI may be acknowledged as a legal inventor poses 
significant ethical, societal, and legal issues. The special capabilities and constraints 
of AI systems were not intended to be addressed by the current legal framework 
for patents and intellectual property. To properly address the issues raised by AI-
generated innovations, new legal frameworks and governance structures are therefore 
required. Although artificial intelligence (AI) is increasingly used to create ideas, 
the current patent system was created for human inventors and does not explicitly 
acknowledge AI as a legitimate creator. This presents a range of challenges related to 
inventorship criteria, ownership, and compensation. Future research directions could 
include further exploration of the ethical and social implications of recognizing AI 
as a legal inventor, developing new models for determining legal inventorship, and 
analyzing the potential economic impacts of recognizing AI as a legal inventor. 
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Abstract Cybersecurity is a major concern due to the increasing reliance on tech-
nology and interconnected systems. Malware detectors help mitigate cyber attacks 
by comparing malware signatures. Machine learning can improve these detectors by 
automating feature extraction, identifying patterns, and enhancing dynamic analysis. 
In this paper, the performance of six multiclass classification models is compared on 
the Malimg dataset, Blended dataset, and Malevis dataset to gain insights into the 
effect of class imbalance on model performance and convergence. It is observed that 
the more the class imbalance less the number of epochs required for convergence 
and a high variance across the performance of different models. Moreover, it is also 
observed that for malware detectors ResNet50, EfficientNetB0, and DenseNet169 
can handle imbalanced and balanced data well. A maximum precision of 97% is 
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1 Introduction 

Cyber threats are still a big issue for people, businesses, and governments all around 
the world. The growing reliance on technology and networked systems has increased 
the sophistication and prevalence of cyberattacks, posing a serious danger to data 
security and privacy [ 1]. Phishing, ransomware, and distributed denial-of-service 
(DDoS) attacks are among the most typical forms of cyber attacks. These attacks 
can cause significant financial and reputational damage, disrupt essential services, 
and even pose a threat to national security. In response, there has been a growing 
emphasis on cybersecurity measures, including the adoption of advanced encryption 
technologies and the implementation of comprehensive cyberdefense strategies. 

A malware detector is a software tool designed to identify and remove malicious 
software, also known as malware, from a computer or network. The detector typically 
works by scanning files and system components for suspicious behavior or known 
patterns of malicious code. Malware Analysis typically involves two techniques, 
static analysis, and dynamic analysis. Static analysis is a method used to examine 
the behavior and structure of a malware sample without executing it. This type of 
analysis involves analyzing the binary code of the malware and identifying its various 
components, such as function calls, system calls, libraries imported, and metadata like 
file size, timestamps, and digital signatures [ 2]. Dynamic malware analysis involves 
running the malware in a controlled environment to observe its behavior, which helps 
to identify the malicious actions that it performs on a system [ 2]. 

Traditional malware detection techniques rely on signature-based detection, which 
can be limited in its ability to detect new and emerging threats. Machine Learning can 
help in detecting previously unknown malware by identifying subtle patterns in the 
malware behavior. It can automate the process of feature extraction by converting 
malware files into byteplot representations. Furthermore, it can improve dynamic 
analysis by identifying suspicious behavior patterns in real time and flagging poten-
tially malicious activities and software. Overall, machine learning can make malware 
detection more efficient, robust, and sophisticated. 

The malware byteplot image datasets used for the proposed work are the Malimg 
dataset [ 3] and the Malevis dataset [ 4]. A hybrid dataset is created by blending the two 
open-source datasets. Moreover, a comparative analysis is carried out on the three 
datasets to acquire insights into the effect of class imbalance on malware byteplot 
image classification. The state-of-the-art CNNs are used to achieve the multiclass 
classification of malware and compare their performance. 

The comparative analysis will foster the development of machine learning-based 
malware detectors by helping to choose the right model based on the ability of the 
model to handle class imbalance.



Comparative Analysis of Imbalanced Malware Byteplot Image Classification … 315

2 Related Work 

The multiclass classification of malware byteplot images has been tried in literature 
by using various data augmentation techniques, sequential modeling, and convolu-
tional neural networks. Agarap et al. 2017 discuss an SVM-based deep learning model 
to classify the byteplot images in the Malimg dataset with various feature extractors 
like MLP, CNNs, and GRUs. They achieve a predictive accuracy of 84.92% with the 
Malimg dataset and GRU-SVM model. The usage of sequential models to process 
the byteplot images of varied sizes is commendable but the accuracy is comparatively 
decent [ 5]. Kalash et al. (2018) designed a CNN-based framework that is proposed 
to render better performance than the traditional approaches of shallow learning for 
malware classification using byteplot images. They tested the model on the Malimg 
dataset and Microsoft dataset resulting in an accuracy score of 98.52 and 99.97% 
accuracy, respectively. The accuracy of the customized framework is commendable 
but, on the other hand, only accuracy is used as the primary metric on an imbalanced 
dataset like the Malimg dataset [ 6]. 

Lo et al. (2019) discussed an Xception model that performs better than existing 
models like VGG16 and other traditional models like KNN and SVM. XceptionNet 
obtains the highest validation accuracy against the other models VGG16, KNN, 
and SVM. The high accuracy is commendable but the usage of accuracy as the 
primary metric can be misleading on the actual nature of the model [ 7]. Singh et al. 
2019 prepared a malware dataset using data collection, and deep neural networks 
are designed to classify the images across 22 families. An accuracy of 98.98 and 
99.40% using deep CNN and ResNet-50, respectively, is achieved. The high accuracy 
is commendable [ 8]. 

Go et al. (2020) experimented ResNeXt model for the classification of malware 
byteplot images. They achieve an accuracy of 98.32 and 98.86% on the Malimg 
dataset and Malimg dataset, respectively, after image enhancement. The enhancement 
of image quality and the resulting high accuracy is commendable but accuracy cannot 
be a sufficient metric to evaluate the model quality for an imbalanced dataset like the 
Malimg dataset [ 9]. Ghouti et al. 2020 discussed an approach of extracting image 
features after a principal component analysis and then using an SVM to perform the 
classification. They use the Malimg, Ember, and BIG 2015 malware datasets to reach 
accuracy values of 99.8, 91.1, and 99.7%, respectively. Evaluation of the model on 
different datasets gives a good understanding of the model quality but dimensionality 
reduction can lead to the loss of information [ 10]. Mitsuhashi et al. 2020 discussed 
an approach to solve the data imbalance using the undersampling technique and fine-
tuning VGG19 on the Malimg dataset. They obtained an accuracy of 99.72%. The 
high accuracies and data augmentation are commendable but the usage of accuracy 
as the primary metric can be misleading for an imbalanced dataset like the Malimg 
dataset [ 11]. Danish Vasan et al. 2020 experimented with transfer learning using 
the Malimg dataset and IoT-android mobile dataset. The performance of this model 
is compared with existing pre-trained CNNs. The Malimg malware dataset shows 
an accuracy of 98.82%, and the IoT-android mobile dataset shows an accuracy of
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about 97.35%. The high accuracies are commendable but the usage of accuracy as 
the primary metric can be misleading for an imbalanced dataset like the Malimg 
dataset [ 12]. 

Aslan et al. (2021) discussed a hybrid model integrating the performance of two 
pre-trained models namely AlexNet and ResNet152 in an optimal manner. The model 
is tested on Malimg, Microsoft BIG 2015, and Malevis datasets. For the Malimg 
dataset, it gives 97.78% accuracy. The higher accuracy and usage of a hybrid model 
are commendable but the usage of accuracy as the primary metric can be misleading 
for an imbalanced dataset like the Malimg dataset [ 13]. Asam et al. 2021 discussed 
an approach to the extraction of features from multiple CNNs and fusing their results. 
Finally, using an SVM to discriminate between them. The architecture achieves an 
accuracy of 98.61%, an F-score of 0.96, a precision of 0.96, and a recall of 0.96. The 
performance of the model is good and its evaluation using different classification 
metrics is commendable [ 14]. Awan et al. 2021 discussed a spatial attention and 
convolutional neural network approach for the multiclass classification of malware. 
They achieve a precision of 97.42%, a recall of 97.95%, a specificity of 97.33%, and 
an F1-score of 97.32%. The performance of the model is good based on the reported 
classification metrics.[ 15] 

Mallik et al. (2022) described an approach to resolve data imbalance using data 
augmentation and the augmented dataset is classified by using two LSTM layers and 
one VGG Net. The overall results from each are integrated and combined. Treating 
the malware file bits as a bidirectional dependency is commendable [ 16]. AlGarni 
et al. 2022 compared the performance of EfficientNetB3 on Imagenet and Malimg 
datasets. They obtain an accuracy of 99.93% on the Malimg dataset. The comparison 
of the performance of the model on two datasets is commendable but accuracy 
cannot be a sufficient metric to evaluate the model quality for an imbalanced dataset 
like the Malimg dataset [ 17]. Adem Tekerek et al. 2022 resolved the classification 
by data augmentation using CycleGAN and use different CNNs for classification. 
They achieve an accuracy of 99.86% for the BIG2015 dataset and 99.60% for the 
Dumpware10 dataset. The high accuracy is commendable [ 18]. 

3 Proposed Architecture 

Figure 1 shows the architecture diagram for the flow of data for the comparison of the 
imbalanced image classification of three different malware datasets. Two malware 
image datasets are available, namely, the Malimg dataset and the Malevis dataset. 
Both datasets are blended into a single dataset of intermediate imbalance. All the 
images from the respective datasets are subject to an initial Image Preprocessing 
comprising Image Resizing and Augmentation. At the end of this stage, there are 
three splits available for each dataset: train, validation, and test. Following this, a 
set of six models are experimented on each of the datasets and evaluated based 
on Weighted Precision, Weighted Recall, and Weighted F1-score. The performance 
metrics for each of the models are taken into account for comparative analysis of the
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Fig. 1 Architecture diagram 

variation of model performance based on malware class imbalance. The models were 
trained using GPU P100. In the forthcoming sections, each of the steps is discussed 
in detail. 

4 Proposed Methodology 

4.1 Data Blending 

The act of merging data from many sources, sometimes with different formats or 
structures, to produce a single dataset that can be utilized for analysis is known as 
data blending. A blended dataset is created by blending 5 major classes from the 
Malimg dataset into the 25 malware classes of the Malevis dataset. Finally, three 
datasets are obtained namely the Malimg dataset as a fully imbalanced dataset, the 
Blended dataset as a dataset of intermediate imbalance, and the Malevis dataset as a 
perfectly balanced dataset. The class distribution of the datasets is shown in Fig. 2 
using the bar charts.
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Malimg dataset Blended dataset 

Malevis dataset 

Fig. 2 Class distribution of the three datasets 

4.2 Image Preprocessing 

Image preprocessing is a preliminary step to normalize and augment the image data 
before feeding it into a neural network for training. Among the datasets, the Malimg 
dataset comprises grayscale images and the Malevis dataset comprises RGB images 
as shown in Fig. 4. Consequently, the Blended dataset consists of both grayscale 
and RGB images. Moreover, the Malimg dataset has all the images of different sizes 
which need to be converted to a single image size. After the data is split into a 
train, test, and validation, all the images are converted RGB and resized to 75 by 
75. Following this, the images are augmented by rotating and translating the images 
which make the model rotation and translation invariant. The whole process for 
image preprocessing is shown in Fig. 3.
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Fig. 3 Image preprocessing 

Grayscale Byteplot Image RGB Byteplot Image 

Fig. 4 Types of byteplot images 

4.3 Domain Adaptation 

Domain adaptation in transfer learning refers to the process of using knowledge 
gained from one domain to improvise the model performance in a different but related 
domain. It involves transferring knowledge from a source domain to a target domain, 
where the data distributions may be different. The data distribution of byteplot images 
is learned by the model after making the last few feature extraction layers trainable. In 
addition to it, dropout regularization layers are added to the architecture to mitigate 
the chance of overfitting for the fully balanced dataset. Moreover, the models are 
trained with Early Stopping by monitoring the validation loss of each epoch. These 
additional components to architecture make it less prone to overfitting. 

For each of the datasets, six state-of-the-art convolutional neural networks 
experimented particularly XceptionNet [ 19], EfficientNetB0 [ 20], ResNet50 [ 21], 
DenseNet169 [ 22], VGG16 [ 23], and InceptionResNetV2 [ 24].
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4.4 Evaluation Metrics 

A machine learning evaluation metric is a numerical measure that is used to evaluate 
the effectiveness of a machine learning model. It is used to evaluate how well the 
model’s predictions match the actual outcomes or labels of the data used to train and 
test the model. For an imbalanced multiclass classification problem, the common 
accuracy metric is not appropriate since does not take into consideration the support 
images available across each of the classes. Hence, the most appropriate metrics for 
the evaluation of each of the six models are weighted precision, weighted recall, and 
weighted F1-score as depicted in the Eqs. 1, 2, and 3, respectively. In the test data, 
every class has a specific number of images for evaluation .wi and the precision .pi, 
recall .ri, and F1-score .f1i on comparison with the ground truth. 

Weighted Precision =
∑

i∈C wi ∗ pi
∑

i∈C wi 
(1) 

Weighted Recall =
∑

i∈C wi ∗ ri
∑

i∈C wi 
(2) 

WeightedF1 − score =
∑

i∈C wi ∗ f 1i
∑

i∈C wi 
(3) 

The use of weighted metrics helps in standardizing the performance of models 
across datasets of different extents of imbalance. In the forthcoming section, the 
models and performance are compared using these metrics. 

5 Results and Discussion 

In most cases, machine learning-based malware detectors are the multiclass clas-
sifiers. In this paper, the focus is on the comparison of multiclass classification of 
malware byte plot images on three different datasets. Table 1 shows the evaluation 
metrics for six CNNs across three datasets. From the results, it is evident that the 
more balanced the dataset is, less is the variance in the performance of models. In 
the Malimg dataset, there is a high variance across the evaluation metrics of the six 
models. The best performance is achieved by EfficientB0 with a precision of 97%, 
recall of 96%, and F1-score of 96%. In the case of the Blended dataset, the best per-
formance is achieved by ResNet50 with precision, recall, and F1-score of 95%. For 
Malevis dataset, almost all models perform well because of the balance in its class 
distribution. However, XceptionNet, EfficientB0, and DenseNet169 are performing 
the best with precision, recall, and F1-score of 95%.
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Table 1 Evaluation metrics for CNNs (in %) 
Model Malimg Malevis Blended 

P R F1 P R F1 P R F1 

XceptionNet 87 86 85 95 95 95 92 92 92 

EfficientNetB0 97 96 96 95 95 95 92 92 92 

ResNet50 95 95 95 93 93 93 95 95 95 

VGG16 79 80 79 93 92 92 92 92 92 

DenseNet169 95 96 95 95 95 95 94 94 94 

InceptionResNetV2 91 91 91 94 93 93 93 93 93 

5.1 Comparison Across Models 

Precision is the most important metric for a malware detector because false posi-
tives turn out to be more expensive than false negatives. Therefore, alterations of 
the validation precision are examined over the time of all the epochs as shown in 
Fig. 5. XceptionNet performs well for each epoch for the Blended dataset and Male-
vis dataset but is not able to learn well from imbalanced data. ResNet50, Efficient-
NetB0, and DenseNet169 both perform well with balanced as well as imbalanced 
data. VGG16 does not learn from imbalanced data but performs well for balanced 
data. InceptionResNetV2 has decent overall performance but its training history has 
a lot of spikes in validation loss and evaluation metrics making it unreliable. 

5.2 Comparison Across Datasets 

Previously, the comparison was done by comparing the performance of different 
models on each of the datasets. Now, a comparison is carried out based on the 
datasets. The boxplot for model convergence is basically based on the distribution 
of the number of epochs required by each of the models and the distribution of 
the F1-score is also examined as shown in Fig. 6. From the convergence boxplot, 
it’s evident that the Malimg dataset takes minimum epochs for convergence and the 
Malevis dataset takes the maximum epochs for convergence. The median epochs and 
median F1-score are represented by the horizontal line in the box which is perfectly 
in the center for the perfectly balanced and most deviated for the unbalanced dataset. 
Moreover, there is a high variance in the performance of the models for the Malimg 
dataset compared to the other datasets. However, the evaluation metrics are one of 
the aspects but the size of the model and complexity must also be taken into account. 
Overall, it is evident that the imbalance in the class distribution directly affects the 
convergence of the model and its performance.
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Malimg Dataset Blended Dataset 

Malevis Dataset 

Fig. 5 Model-wise comparison of validation precision metric while training 

Convergence of models F1-score distribution 

Fig. 6 Dataset-wise comparison 

5.3 Comparison with Existing Benchmarks 

From the literature survey, it is seen that most of the papers consider accuracy as the 
primary metric for an imbalanced malware dataset like the Malimg dataset. Accuracy 
is not the appropriate metric with reference to imbalanced classification resulting in 
model evaluation biased to the majority classes. Alternatively, weighted precision
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and weighted recall can serve as the primary metric. The F1-score shall be used to 
condense the precision and recall into a single metric to foster model selection. In 
the literature, the precision obtained on the Malimg dataset is between 97 and 98% 
which is very close to the performance of EfficientNetB0 on that dataset. However, 
on Malevis dataset the precision ranges from 96% to 98% which is slightly higher 
than the maximum precision of 95% obtained on this dataset. 

This paper contributes a blended dataset and the results for the same are a new 
finding. Moreover, a comparison of transfer learning on state-of-the-art CNNs serves 
as a head start to designing new malware detectors by reducing the experimentation 
required for model selection. Consequently, it saves the available hardware resources 
that can be utilized for more intensive tasks. 

6 Conclusion 

A blended dataset is created by the data blending of the Malimg dataset and the Male-
vis dataset. The newly prepared dataset has an intermediate class imbalance com-
pared to the two parent datasets. Finally, a maximum precision of 97% is obtained 
for the imbalanced dataset, a maximum precision of 95% is obtained for the interme-
diate imbalance dataset, and the perfectly balanced dataset. From the comparative 
analysis, it is observed that the more the class imbalance in the dataset more is the 
variance in the performance of different models and the number of epochs required 
for convergence. Moreover, it is also observed that for malware detectors ResNet50, 
EfficientNetB0, and DenseNet169 can handle imbalanced and balanced data well. 
On the other hand, VGG16 and XceptionNet were sensitive to class imbalance. This 
comparative analysis can help in choosing the models for experimentation while 
training any machine learning-based malware detectors. 
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KH (2021) Image-based malware classification using VGG19 network and spatial convolu-
tional attention. Electronics 10:2444. https://doi.org/10.3390/electronics10192444

https://doi.org/10.3390/sym14112304
https://doi.org/10.3390/sym14112304
https://doi.org/10.3390/sym14112304
https://doi.org/10.3390/sym14112304
https://doi.org/10.3390/sym14112304
https://doi.org/10.3390/sym14112304
https://doi.org/10.1109/SIU.2019.8806511
https://doi.org/10.1109/SIU.2019.8806511
https://doi.org/10.1109/SIU.2019.8806511
https://doi.org/10.1109/SIU.2019.8806511
https://doi.org/10.1109/SIU.2019.8806511
https://doi.org/10.1109/SIU.2019.8806511
https://doi.org/10.1109/SIU.2019.8806511
https://doi.org/10.1109/SIU.2019.8806511
https://doi.org/10.3390/electronics10192444
https://doi.org/10.3390/electronics10192444
https://doi.org/10.3390/electronics10192444
https://doi.org/10.3390/electronics10192444
https://doi.org/10.3390/electronics10192444
https://doi.org/10.3390/electronics10192444


324 M. Jayasudha et al.

6. Kalash M, Rochan M, Mohammed N, Bruce ND, Wang Y, Iqbal F (2018) Malware classification 
with deep convolutional neural networks. In: 2018 9th IFIP international conference on new 
technologies, mobility and security (NTMS). IEEE, pp 1–5 

7. Lo WW, Yang X, Wang Y (2019) An xception convolutional neural network for malware classi-
fication with transfer learning. In: 2019 10th IFIP international conference on new technologies, 
mobility and security (NTMS). IEEE, pp 1–5 

8. Singh A, Handa A, Kumar N, Shukla SK (2019) Malware classification using image repre-
sentation. In: Dolev S, Hendler D, Lodha S, Yung M (eds) Cyber security cryptography and 
machine learning. CSCML 2019. Lecture notes in computer science, vol 11527. Springer, 
Cham. https://doi.org/10.1007/978-3-030-20951-3_6 

9. Go JH, Jan T, Mohanty M, Patel OP, Puthal D, Prasad M (2020) Visualization approach for 
malware classification with ResNeXt. IEEE Congress on Evolutionary Computation (CEC). 
Glasgow, UK, pp 1–7. https://doi.org/10.1109/CEC48606.2020.9185490 

10. Ghouti L, Imam M (2020) Malware classification using compact image features and multiclass 
support vector machines. IET Inf Secur 14(4):419–429 

11. Mitsuhashi R, Shinagawa T (2020) High-accuracy malware classification with a malware-
optimized deep learning model. arXiv:2004.05258 

12. Vasan D, Alazab M, Wassan S, Naeem H, Safaei B, Zheng Q (2020) IMCFN: Image-based 
malware classification using fine-tuned convolutional neural network architecture. Comput 
Netws 171:107138 

13. Aslan Ö, Yilmaz AA (2021) A new malware classification framework based on deep learning 
algorithms. IEEE Access 9:87936–87951 

14. Asam M, Khan SH, Jamal T, Zahoora U, Khan A (2021) Malware classification using deep 
boosted learning. arXiv:2107.04008 

15. Awan MJ, Masood OA, Mohammed MA, Yasin A, Zain AM, Damaševičius R, Abdulkareem 
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Recommender Systems for Personalized 
Business Marketing: Employing Artificial 
Intelligence and Business Intelligence 
in Machine Learning Techniques 

N. Poornima, C. Sridharan, A. Pavithra, R. Narendiran, B. Vijay, 
and V. S. Neelesh 

Abstract The prediction of a business plays a major role in market analysis. In 
order to look for the business potential in the market, we have conducted a study to 
explore how the combination of artificial intelligence (AI) and business intelligence 
(BI) techniques can be used for regional market analysis to get the best potential in 
an area and predict the business. Our research focused on analyzing and interpreting 
data from various sources, such as demographics, economic indicators, consumer 
behavior, and social media. Decisions are made in terms of two parameters: insight 
and forecast. We aimed to generate insights and forecasts that would assist busi-
nesses in making informed decisions. To achieve the insight and forecast, we used 
the OSEMN framework. OSEMN stands for Obtain, Scrub, Explore, Manipulate, 
and Interpret. This framework is useful in gathering relevant data, cleaning and 
preparing it for analysis, exploring patterns and trends, manipulating the data as 
needed, and interpreting the findings. We conducted a regional market analysis case 
study, by employing machine learning algorithms and data mining techniques within 
this framework. Our project resulted in providing a piece of valuable information on 
market trends, customer preferences, and potential investment opportunities. These 
results demonstrated the potential of AI and BI in enhancing business intelligence and 
decision-making processes, particularly in the context of regional market analysis. 
We highlighted the benefits of utilizing AI and BI technologies while acknowledging
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the boundaries and challenges they may present. We also discussed the implications 
and limitations of this approach. We have suggested some potential areas for further 
study in this field, recognizing the need for ongoing research to refine and expand 
upon these techniques. 

Keywords Business intelligence · Artificial intelligence ·Machine learning 
algorithms 

1 Introduction 

Artificial Intelligence (AI) and Business Intelligence (BI) techniques have trans-
formed the business landscape. With these techniques, businesses can analyze vast 
amounts of data and generate actionable insights, unlocking immense value in market 
analysis and expansion. This research paper explores using AI and BI techniques for 
regional market analysis and predicting business potential. We will showcase the 
power of these tools in driving business growth and competitiveness and provide 
valuable insights for businesses looking to capitalize on their potential. AI and BI 
techniques are powerful tools for businesses that want to get a competitive advantage. 
AI techniques include machine learning, natural language, and deep learning [1, 2]. 
BI techniques, on the other hand, include data mining, data warehousing, and online 
analytical processing (OLAP). It involves analyzing the local market and identifying 
potential opportunities and threats. AI and BI techniques can be used to analyze 
market trends, customer behavior, and competitor strategies, among other factors. 
Predicting business potential is another area where AI and BI techniques can be used. 
These techniques can help businesses forecast sales [3], identify new markets, and 
optimize pricing strategies. AI and BI techniques can also be used to identify poten-
tial risks and mitigate them. AI and BI techniques are powerful tools for businesses 
that want to get a competitive advantage. Businesses can unlock immense value in 
market analysis and expansion by using these techniques for regional market analysis 
and predicting business potential. The insights gained from AI and BI techniques can 
help business people make better decisions, optimize their operations, and increase 
revenue. The research paper includes several key sections that follow a structured 
approach. The related research section reviews the existing literature on the topic and 
lists relevant references. The proposed work and business model are then explained 
in detail in the proposed work section. The system model section provides research 
objectives and outcomes, such as reliability, redundancy, and accuracy, and compares 
the variations in using different Machine Learning Algorithms through tables. The 
expected and achieved results are then discussed in the result section. The conclu-
sion section of the paper discusses the findings from the case study, highlights the 
limitations of the proposed model, and suggests potential strategies to overcome 
these limitations. The paper provides an in-depth analysis of the proposed model, its 
results, and limitations, indicating a comprehensive study of the subject matter.
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2 Related Research 

With Artificial Intelligence, Business Intelligence, and Machine Learning Tech-
niques, businesses can analyze vast amounts of data using those techniques which is 
available across several heterogeneous platforms and effectively use it for business 
intelligence and generate actionable insights, unlocking immense value in market 
analysis and expansion [4–6]. There are excessive information resources but with 
insufficient accuracy. Hence the data must be extracted from an unstructured database 
hence we can use modules such as “database bottom information resource process-
ing” and “Resource Attribute Recognition of Unstructured Database” for feature 
extraction from multimedia information resources [7, 8]. The AI systems can be 
trained to be a contributing member of the organization board of C-Level members. 
With the knowledge gained, AI can assist in problem solving [9]. The AI will help 
in strategic decision-making of the organization with data [10]. The combination 
of AI and DBMS technology holds great potential for the future of computing [11, 
12]. AI can increase productivity, gain a competitive advantage, and complement 
human intelligence [13], furthermore, reducing cost of operations. Businesses of all 
types and sizes are considering artificial intelligence to solve their problems [14]. 
The scope of AI in business transformation is constantly growing. AI is an important 
technology supporting daily social life and economic activities [15]. The continuing 
advancement of DBMS technology as well as next-generation computing depends 
on AI/DB integration. We get access to large amounts of shared data for knowl-
edge processing. The Application of Intelligent Database for Modern Information 
Management is a computer database that plays a critical part in information manage-
ment [16]. Business units at present need more information and technical data to 
defend against business rivals [17]. The database management system has a major 
role in solving this problem for businesses. It involves three levels of modeling for 
abstraction—knowledge model, conceptual model, and the relational model. Busi-
ness intelligence (BI) solutions emphasize mounting improved visions and crystal 
understanding of organizational performance built on data insights, A potential role 
of big data and artificial intelligence in the path toward a collective approach to 
knowledge management [18]. This is a data-intensive application hence tuning is 
an essential aspect [19]. DBMS has hundreds of configuration “knobs”. Hence, we 
can use a combination of supervised and unsupervised machine learning methods 
to select the most impactful knobs, map unseen database workloads to previous 
workloads from which we can transfer experience, and recommend knob settings. 
Nevertheless, data is increasing exponentially requiring more proficiency from the 
available data storage technologies, data processing, and analysis. Such continuous 
massive growth of structured and unstructured data is referred to as a “Big data”. 
NoSQL is a modern database technology that is designed to provide scalability to 
support voluminous data, so it has become the most practical database option as a 
result. Organizational decision-making processes are still susceptible to errors and 
biases. Business analytics (BA) [10] is one of the approaches to support managers 
in making well-informed/evidence-based business decisions. Businesses implement
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business intelligence (BI) to improve performance, but this initiative frequently does 
not coincide with the business process management (BPM) strategy. Managers need 
information to make decisions, therefore it appears plausible to create business 
value with BI by coordinating BI and BPM projects through machine learning algo-
rithms [20] involving several steps. Improving business intelligence through machine 
learning algorithms requires a comprehensive understanding of the business problem, 
the data, and the machine learning models [21]. The user does not understand the 
normal processing data, so we want to visualize it. Hence, integrated management 
of multisource heterogeneous satellite data [22] based on the spatial database [23] 
provides a comprehensive and integrated system for managing and utilizing satellite 
data, which can support scientific research, policy-making, business potential, and 
operational activities in various fields [24]. In today’s dynamic business environment, 
identifying the right business opportunity in a particular region is critical to success. 
Artificial Intelligence (AI) and Business Intelligence (BI) are powerful tools that can 
help businesses make informed decisions by analyzing market trends and customer 
behavior. 

3 Proposed Work 

The research paper is concentrated to evaluating the business potential in some areas 
specified [25], by developing a predictive model using the Machine Learning Tech-
niques. For this paper, the analysis was done with an artificially synthesized dataset 
which has attributes named region, population, area, literacy rate, accessibility, start_ 
amount_investment, type of industry, etc. Models of Classification such as logistic 
Regression, decision trees, random forests, and support vector machines here were 
implemented and worked and evaluated for accuracy in predicting business poten-
tial. There are certain metrics such as accuracy, precision, recall, and F1-score for 
evaluation that are used to assess the model. To ensure the reliability and generaliz-
ability of the model, the dataset have been split (training and testing). To minimize 
the biases and overfitting, techniques such as cross validation have been enforced and 
empowered. From all of these steps, the outcoming result would identify the most 
accurate and efficient algorithm for the prediction of business potential. This study 
will look into the attributes that contribute to the success factors of the predictions, 
and the most valuable insights into the key influencing factors for successful business 
in a specific area. This paper and the outcome would be needful for entrepreneurs, 
owners of the business, and the policymakers, providing them with a powerful tool 
to assess the viability of business ventures in specific areas. This would enable the 
resource allocation for the venture, altering the business strategies and resource risk 
management. On the whole hand, this paper would give a better understanding of the 
complex relationship between area-specific factors and business success, facilitating 
informed decision-making in the dynamic business landscape, Fig. 1. The system 
model may be divided into many essential steps:
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Fig. 1 Working diagram of 
the model proposed 

Data Collection—This is the step where the data is gathered for the entire process 
from various sources such as customer, sales, social media, and more data. To find 
the fitting and the pattern, this data is used. 

Data Cleaning and Preprocessing—After fetching all the required data, we need to 
perform all the steps of cleaning/scrubbing before it is taken into an analysis state. 

Feature Extraction—Here, the data is moved to the next stage where the rele-
vant features are extracted from it such as region, population, area, litreracy rate, 
accessibility, start_amount_investment, and type of industry from the dataset. 

Machine Learning Models—Algorithms which could benefit the efficiency of the 
model have been occupied in this stage. 

Model Training and Validation—The algorithms and the model trained and tested 
are validated using accuracy, F2-score, precision, and recall metrics. 

Model Selection—On evaluating the model based on the metrics, the best model is 
selected for future process and deployed nearby. 

Business Insights—After the deploy period of the model, the obtained insights would 
tell the benefits stated as the result of the research.
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Deployment—Selected models are deployed, and insights obtained would better the 
new business. 

4 System Model 

4.1 Research Objective 

Objective 1: “The objective of this research is to identify the most accurate ML 
algorithms for predicting business potential in a given region and to increase the 
overall accuracy of the system through these algorithms.” 

Objective 2: “The objective of this research is to develop a user-friendly website or 
code for the system that enables businesses to easily access and find the best solution 
from the analysis.” 

Objective 3: “The objective of this research is to assess the reliability and redundancy 
of the system by testing it on dataset and comparing the results.” 

4.2 Dataset Description 

Table 1 represents the performance of different machine learning algorithms (Naive 
Bayes, Regression, K-Nearest Neighbors, Decision Tree, and Random Forest) on 
an artificially synthesized dataset. The dataset consists of 1000 instances, with 700 
instances used for testing T1 and the remaining 300 instances used for training. 
Two hundred instances were used for testing T2, and the remaining 800 instances 
were used for training. The Naive Bayes algorithm achieved a 60% accuracy rate 
on both test sets (T1 and T2). The Regression algorithm performed better with an 
accuracy rate of 80% on test set T1, dropping to 70% on test set T2. The K-Nearest 
Neighbors algorithm had a lower accuracy rate of 50% on test set T1 and even lower 
at 16% on test set T2. On the other hand, the Decision Tree algorithm showed a very 
low accuracy rate of 16.6% on test set T1, indicating poor performance. However, 
it performed exceptionally well on test set T2, achieving an accuracy rate of 98%. 
Similarly, the Random Forest algorithm also demonstrated a high accuracy rate of 
57% on test set T1 but greatly improved to 98% on test set T2. The table illustrates 
the varying performance of different machine learning algorithms on the artificially 
synthesized dataset. It highlights the importance of considering algorithm selection 
and dataset characteristics for higher accuracy rates.
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Table 1 Performance comparison table of machine learning algorithms on an artificially synthe-
sized dataset 

Dataset name Artificially synthesized dataset 

Size 1000 

Naive Bayes Regression KNN Decision tree Random forest 

Test [T1] 700 700 700 700 700 

Training [T1] 300 300 300 300 300 

Accuracy [T1] 60% 80% 50% 16.6% 57% 

Test [T2] 200 200 200 200 200 

Training [T2] 800 800 800 800 800 

Accuracy [T2] 60% 70% 16% 98% 98% 

Table 2 The software 
description Coding Python, R 

Libraries R [e1071, caret, glmnet], 
Python [scikit-learn, statsmodels, NumPy] 

Visualization tools Power Bi 

4.3 Software Description 

Table 2 describes Python and R are programming languages used in the research 
paper. Python offers libraries like scikit-learn, statsmodels, and NumPy, which 
provide tools for scientific computing, data analysis, and machine learning. R, on 
the other hand, has libraries such as e1071, caret, and glmnet that are well-suited 
for statistical modeling and data mining. These libraries offer various algorithms 
and techniques for tasks such as classification, regression, and clustering. Addition-
ally, Power BI is a visualization tool that enables researchers to create interactive 
dashboards and reports to effectively present their findings. By combining these 
software and libraries, we have performed data analysis, built predictive models, and 
communicated results in a comprehensive and visually appealing manner. 

5 Mapping Research Objectives with Outcomes 

Outcome 1 

The above bar chart shows accuracy levels of various machine learning algorithms 
used for predicting the target variable and their consistencies in terms of accuracy. The 
x-axis (abscissa) of the graph depicts the algorithms used (Naïve Bayes, Regression, 
KNN, Decision Tree, and Random Forest), and the y-axis (ordinate) depicts the 
percentage of accuracy. The superior predictive capability of Regression is evident
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Fig. 2 Algorithm 
performance on artificially 
synthesized dataset using bar 
chart (Comparison of 
algorithms using accuracy) 

from the height of the bar since it has the tallest bar as compared to the rest. The graph 
also portrays that the Naive Bayes and Random Forest algorithms exhibit moderate 
levels of accuracy, while KNN and Decision Tree algorithms show least levels of 
accuracy (Fig. 2). 

Outcome 2 

In the survey conducted on the website’s user-friendliness, people were asked to rate 
the website on a scale of 0 to 5; as a result, 32 responses were received out of which 
nine users rated it as 5, fourteen users rated it as 4, six users rated it as 3, three users 
rated it as 2, and not even a single user rated it as 0. Even though a few users found 
it to be less user-friendly which resulted in the rating of 2 or 3, most of the users 
were completely satisfied with the website’s user-friendliness by rating it with 4 or 
5 which portrays that the website is mostly user-friendly. But the sample size of 32 
respondents or users may not give us a clear idea about all the users. 

Outcome 3 

Figure 3 shows that any kind of redundant or unnecessary data can be identified and 
removed by increasing the accuracy and reliability of the outcomes. With the help of 
the training and testing sets prepared by dividing the dataset, we can assess the perfor-
mance of machine learning algorithms on raw and unexplored data; as a result, we 
can identify whether the model is underfitting or overfitting. The model can be opti-
mized to provide robustness and maximum accuracy by iterating it through different 
split ratios and by evaluating the resulting model’s performance. Hence, cleaning and 
refining of the dataset leads to better understanding and decision-making, improved 
efficiency, and reduction in the risk of errors or bias in analysis.

6 Result and Future Work 

The result of these outcomes tells that the Regression algorithm is suitable for 
predicting the target variable using feature datum. The algorithm consistently shows 
high accuracy in both Test [T1] and Test [T2]. So it will predict the accurate outcome. 
By utilizing this algorithm, business staters are informed decisions based on the 
predicted outcomes. Overall, the Regression algorithm provides valuable insights 
and provides better decisions for business starters. Now our careful consideration
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Fig. 3 Redundancy vs 
Accuracy

is needed for data sources, quality, machine learning algorithms, model interpreta-
tion, scalability, security, and privacy. Improvements in external data sources, real-
time analysis, natural language processing, and data presentation can revolutionize 
decision-making processes. Limitations of implementing a machine learning model 
for business suggestions include limited and unrepresentative datasets, inappro-
priate model selection, overfitting, and interpretability. Future research can address 
these limitations by using larger, more representative datasets, employing addi-
tional machine learning algorithms, and considering other factors such as market 
movements and demographic data. 
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Blockchain Technology for Secure Smart 
Grid Access Control 

Vijendra Kumar Maurya, Rakshit Kothari, Payal Sachdev, 
and Narendra Singh Rathore 

Abstract The use of smart grid technologies, in the energy sector has brought about 
upgrade, such as high efficiency, lower operating costs and better energy manage-
ment. However, it has also established security aspects. Safeguarding the smart grid 
is of importance due to its role as essential infrastructure. The innovative potential of 
blockchain holds promise in enhancing the security of the grid. This paper aims to 
explore how blockchain technology can be utilized for protecting the grid. It delves 
into the security issues associated with grids and investigates how blockchain can 
address them. Additionally, it provides an analysis of studies on blockchain and 
its application, in grid protection while considering the pros and cons of utilizing 
blockchain based solutions. 

Keywords Smart grid · Blockchain · Renewable energy · Distributed ledger ·
Phishing 

1 Introduction 

Blockchain technology is a decentralized database that has industry specific capa-
bilities in different dimensions. It has the capacity to store and control transactions. 
Due to its immutable, safe and transparent qualities. It can be utilized to any type of 
multistep layout based program needing security, monitoring and visible. By elim-
inating the need for a middleman and connecting the buyer and the seller directly, 
blockchain technology lowers the cost of transactions and fees. An impermeable 
data record that is accessible to all members of the network can be created using 
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this technology, resulting in a reliable, strong, and open network [ 2]. Blockchain 
technology offers a wide range of applications in the production, delivery, transmis-
sion, and usage phases that can help with present difficulties in the power sector. 
An improved electricity transmission system called the “smart grid” oversees and 
regulates the supply of electrical energy from thermal power plants to consumers. 
The smart grid uses advanced sensor, communication, and control technologies to 
increase the energy system’s dependability, efficiency, and environmental responsi-
bility [ 7]. The capacity to gather and analyze statistics in actual time is one of the 
fundamental components of the smart grid, enabling utilities to keep an eye on the 
grid’s operation and spot possible problems before they become serious ones. Smart 
meters are an essential part of the smart grid because they give utilities detailed data 
on energy usage trends and help them better balance supply and demand for energy. 
Additionally, utilities may remotely manage and monitor the flow of power thanks 
to the smart grid’s sophisticated communications and control systems [ 1]. These 
innovations include sophisticated metering infrastructure, which enables communi-
cation in both directions between utility and consumers, and transmission automation 
systems, which may automatically redirect electricity in the case of an outage. The 
smart grid’s usage of energy via renewable resources like wind and sunshine is a 
crucial component. The effective incorporation of renewable energy sources into the 
electrical power system may be facilitated by the smart grid, which will reduce emis-
sions of greenhouse gases and increase the reliability of the energy industry. A vital 
component of the grid protection of the energy system is responsible for identifying 
and correcting flaws in different machines, such as engines, transformers, and cables 
[ 9]. Taking into account the electronic layer, the design of power systems mecha-
nization usually uses a centralized stability controller and consolidated system of 
communication to collect data and send indications for regulation and safety [ 13]. 

Figure 1 illustrates some of the numerous ways that blockchain technology is being 
used in smart grid systems. The smart grid is a substantial improvement in the way 
power is delivered since it offers a more sustainable, dependable, and effective way 
of handling and distributing electricity [ 24]. The Smart grid system is seen in Fig. 2. 
The integration of cutting-edge security measures is essential to guaranteeing the 
reliability and safety of the power system, but the smart grid also offers new security 
concerns. Digital information technology is used by the smart grid, an improved 
electrical power system, to regulate, manage, transmit, control and monitor energy. 
It incorporates cutting-edge detecting, communication, and control technology to 
boost the energy grid’s effectiveness, dependability, and sustainability. The smart 
grid, however, also creates fresh security difficulties. Distribution and production 
of protection systems are regarded as critical components of the modern smart grid 
ecosystem because they may isolate problematic segments and sustain the operation 
of vital loads. Table 1 compares the traditional electricity system to the smart grid 
using blockchain technology [ 13, 21].
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2 Component of Smart Grids 

The smart grid consists of a number of parts that interact to enhance the effectiveness, 
dependability, and security of the electrical system. Here are a few of the most 
important elements of the smart grid. 

2.1 Smart Meters 

Smart meters are technological devices that monitor and record real-time energy 
usage. Smart meters for SSE are shown in Fig. 3. The utility and the client may 
communicate with each other in two directions thanks to them, which are utilized to 

Fig. 1 Smart grid applications in blockchain technology 

Fig. 2 Smart grid system
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replace conventional mechanical meters. Consumers may measure their energy use 
and modify how they act to save money and lessen their environmental impact, and 
this enables services to monitor and manage power usage continuously. 

2.2 Phasor Measurement Units (PMUs) 

PMUs are advanced sensors that instantly identify the electrical signals of the power 
generating network and provide accurate and live information in the system. Grid 
operators may utilize these data to speed up and effectively identify and resolve the 
issues like voltage fluctuation and power outages. 

Table 1 Comparing conventional grid and smart grid 

S. no. Features Conventional grid Smart grid 

1 Energy generation Centralized Distributed 

2 Energy distribution Unidirectional Bidirectional 

3 Energy storage Limited Advanced 

4 Security Basic Advanced 

5 Communication Basic Advanced 

6 Customer control Basic Advanced 

7 Renewable unification Limited Advanced 

8 Fault detection Manual Automated 

9 Restoration Manual Automated 

10 Metering Manual Automated 

Fig. 3 SSE—Smart meter. 
Source sse.co.uk
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2.3 Sensors 

The smart grid uses sensors to track a variety of electrical system parameters, such 
as moisture, humidity, temperature, and voltage levels. Grid operators may use these 
sensors to collect crucial data that will help them spot possible hazards early stage 
and action taken accordingly. 

2.4 Information Transfer and Distribution 

The smart grid relies on advanced communication and networking technologies to 
transfer information between various components associated with the grid. It involves 
fiber optic cables, wireless networks, and electronics communication methods which 
enable grid operators to keep aware with situation and regulate the grid accordingly 
[ 15, 23]. The smart grid is an integrated system of hardware, software and commu-
nication technologies that work together to improve the efficiency, reliability and 
security of the electricity grid. By adopting advanced sensors, communication tech-
nologies and control systems, the smart grid has the potential to revolutionize the 
way we produce, distribute and consume electricity according to demands. 

3 Security Challenges of the Smart Grids 

Smart grid security challenges include data privacy, cyber security and operational 
security. These challenges arise from complex and interconnected nature of the smart 
grid which creates vulnerabilities that can be exploited by malicious actors [ 3]. Data 
privacy is a critical concern in the smart grid because it involves sensitive customer 
information, including consumption patterns, billing information, and personal data. 
There are some issues in smart grids as shown in Fig. 4. 

Fig. 4 Types of issues in smart grid



342 V. K. Maurya et al.

Cyber security is also a crucial concern given the increasing number of cyber-
attacks aiming critical infrastructure including the smart grid [ 19]. operational secu-
rity is a challenge because of the complexity of the smart grid which creates numerous 
opportunities for human error and technical failure. There is some security risk may 
occur in smart grid. 

3.1 Phishing 

Phishing attacks in smart grids can target various stakeholder including utility 
employees, related customers and third party vendors. For ex. a hacker can send 
a phishing message to a consumer that looks to be from an authorized party such 
as a manager or a vendor, requesting private data or clicking on a link that could be 
fraud [ 9, 16]. In the same manner customers may receive phishing emails that seem 
to be from the hacker asking them to provide personal information or click on a link 
to pay their bills. In the smart grid, phishing contains a huge security issues. It is a 
type of attack involving social engineering where an attacker delivers spam emails 
or text messages in an attempt to trick people into disclosing sensitive information 
such as login credentials or financial information. Phishing attempts can be harmful 
for smart grid safety by allowing attackers to obtain access to vital systems or collect 
crucial information. 

In the smart grid, phishing poses a huge security issue. Phishing is a type of 
attack involving social engineering whereby an attacker delivers bogus emails or 
text messages in an attempt to trick people into disclosing sensitive information such 
as login credentials or financial information. Phishing attempts can threaten smart 
grid safety by allowing attackers to obtain access to vital systems or collect crucial 
information. 

3.2 Malware Spreading 

The integrity, reliability, and security of the smart grid are all at danger due to a large 
security risk [ 5, 18]. Spyware is malicious software that infects computers and does 
harm such as gathering private information or disrupting crucial services. Various 
attack vectors, including as email attachments, infected USB drives, and software 
flaws, can propagate malware in the smart grid. Once malware has compromised 
a smart grid system, it may quickly propagate to other systems and devices. Addi-
tionally, malware may seriously harm smart grid components like SCADA systems 
and smart meters by causing them to malfunction or stop working completely. This 
might lead to equipment damage, power outages, and other interruptions that could 
have detrimental effects on the grid and its users [ 20].



Blockchain Technology for Secure Smart Grid Access Control 343

3.3 Denial-of-Service (DoS) 

DoS attacks pose a significant security risk to smart grids. A Distributed Denial of 
Service (DDoS) attack is a cyber-attack in which hackers attempt to overwhelm or 
disrupt a system, network, or service by using overloaded or sent traffic. Fraudulent 
packets. In smart grids, DoS attacks can disrupt the current flow, causing blackouts, 
equipment damage, and other security issues [ 14]. DoS attacks can target various 
components of the smart grid, including SCADA systems, communication networks, 
and smart meters. For example, an attacker could flood a communication network 
with traffic, causing it to become overloaded and unable to transmit data. Likewise, 
an attacker can send a large number of malicious packets to a smart meter, causing 
it to stop working or become unresponsive [ 22, 26]. 

3.4 Man in the Middle 

Man in the Middle attacks are security threat in the smart grids. In a Man in mid-
dle attack, an attacker intercepts and modifies communication between two parties 
without knowing either party communication tampered. In the smart grids, Man in 
middle attacks can allow an attacker to modify data and commands send between 
smart devices, control systems and other network elements used in systems. This 
can result in equipment damage the power breakdown and unauthorized access to 
sensitive information. One common form of attack in the smart grid is replay attack. 
In replay attack attacker intercepts a legitimate message then records it and then 
sends the same message again at a later time. Due to this the system will perform 
an action such as turning off a critical component of the grid [ 17]. Another form of 
this attack in the smart grid is injection attack. In injection attack an attacker insert 
malicious code or data into a legitimate communication stream. This can allow the 
attacker to take control of a device or system and steal sensitive information from 
the device. 

4 Role of Blockchain Embedded with Smart Grid 

The blockchain provide mechanism to the previously identified hurdles. It offers 
management of data, a mechanism, and regulation of cost and technology issues, 
including transaction amount between different networks. It improves openness 
among stockholder while maintaining data confidentiality, security and safety. It 
also makes simpler energy demand as well as supply chain having fewer losses. 
It helps in grid monitoring of operation from several energy sources every time, 
with coordination between energy owners. In a smarts grid, the blockchain addi-
tionally controls voltage and frequency. We can calculate the quantity of energy
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produced and utilized using the technology known as block chain. It also handles 
smart gridâŁ™s safety, can’t be changed, can be transparent, and decentralization 
are three main benefits of blockchain in smart grid security [ 10]. Blockchain creates 
unbreakable and unchangeable record of every single transaction, allowing for secure 
data tracking and verification [ 25]. The increased connectivity and interdependence 
of smart grid components increase the attack surface for malicious actors, making 
it susceptible to cyber-attack. To address these security challenges there is a need 
for security solutions which can provide secure and reliable operation of the smart 
grid. One promising technology that has the potential to improve the security of 
the smart grid is blockchain. Block chain is a distributed ledger system that allows 
for safe, translucent and impermeable transactions. Blockchain offers a safe and 
decentralized framework that can assist address many of the smart gridâŁ™s safety 
concerns. The openness of block chain additionally renders it simpler to identify and 
thwart fraudulent activity, boosting the smart gridâŁ™s safety as a whole. Finally, 
the decentralized structure of blockchain removes the demand for a governing body, 
lowering the danger of one point of breakdown. 

5 Existing Research on Blockchain and Smart Grid 
Security and Solution 

To decentralize grid functioning, distributed automated drivers are utilized. The data 
was collected and monitored using the Phasor Management Unit (PMU), Remote 
Terminal Unit (RTU), Supervisory control and data acquisition (SCADA), and smart 
meter [ 4, 6, 11]. It is difficult to manage and operate distributed energy resources. 
More effort is required to improve cooperation be- tween decentralized and cen-
tralized stack holders. The SCADA unit collects data from distant terminals and 
transmits it in simple text to the primary control center. This centralized data gather-
ing and storing system is extremely vulnerable to cyber assault. As result, security is 
one of the most significant and hardest concern confronting the present smart grid. 
Many researches have been conducted to investigate the application of block chain 
technology in smart grid safety [ 8, 12]. Other studies have focused on using block 
chain for secure and reliable communication in the smart grid. Some studies have 
also explored the use of block chain for secure billing and payment systems in the 
smart grid. Overall, existing research has demonstrated the potential of block chain 
in improving the security of the smart grid. To mitigate the risk of phishing attacks 
in the smart grid, utilities should implement robust security measures, such as user 
education and awareness programs, two-factor authentication, and email filters. User 
education and awareness programs can help employees and customers identify phish-
ing emails and avoid falling prey to these attacks. Figure 5 represents the average 
throughput versus Transactions Per Second (TPS) in Smart Grid System. 

Two-factor authentication can add an additional layer of security by requesting 
users to provide a second form of identification in addition to their login credentials,
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Fig. 5 Average throughput versus TPS in smart grid using blockchain 

such as a digital token or an electronic fingerprint scan. Email filtering can also assist 
detect and prevent emails that are phishing from reaching users to mitigate the risk 
of eavesdropping and traffic analysis in the smart grid, utilities should implement 
robust security measures, such as encryption and secure communication protocols. 
Encryption can help protect sensitive data by scram- bling the data so that it is unread-
able without the correct decryption key. Secure communication protocols, such as 
HTTPS or SSL, can also help protect smart grid communications by encrypting data 
transmissions and authenticating users. Utilities should install comprehensive secu-
rity measurements, such as segmenting the network, access limits, and systems that 
detect and prevent intrusions, to reduce the danger of denial of service attacks in the 
context of the smart grid. Network segmentation can help isolate critical systems from 
less secure systems reducing the impact of DOS attack. Access controls can limit 
user access to critical systems and prevent unauthorized user from introducing a DoS 
attack into grid. Intrusion detection and prevention systems can help detect and block 
DoS attacks before they can cause significant damage [ 27]. In addition to these mea-
sures, utilities should also prioritize user education and awareness programs. User 
education and awareness programs can help employees and customers identify DoS 
attacks and take appropriate action to prevent them. For example, employees can be 
trained to recognize suspicious network traffic and report it to the appropriate author-
ities. To prevent MitM attacks in the smart grid, encryption and authentication are 
critical. Encryption ensures that data is protected from interception and modification, 
while authentication ensures that only authorized devices and users can access the 
system. Additionally, the implementation of secure communication protocols such 
as SSL/TLS can also prevent Man in middle attacks. It is important for organizations 
in the energy sector to regularly assess their systems’ vulnerability to MitM attacks 
and implement appropriate security measures to protect against them.
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6 Purposed Methodology to Avoid Security Risk 

Blockchain technology offers several potential methodologies to enhance security 
and mitigate risks in the smart grid. Here is a proposed methodology leveraging 
blockchain to address security risks. 

Distributed Ledger: Implement a distributed ledger using blockchain technology 
to create a decentralized and tamper-proof record of transactions and data exchanges 
within the smart grid. This ensures transparency and immutability, reducing the risk 
of unauthorized modifications or data tampering. 

Identity and Access Management: Utilize blockchain for identity and access man-
agement (IAM) to securely authenticate and authorize devices, users, and service 
providers within the smart grid. Blockchain-based IAM can enhance security by 
eliminating single points of failure and reducing the risk of identity theft or unau-
thorized access. 

Data Integrity and Verification: Leverage blockchain’s cryptographic features to 
ensure data integrity and verification throughout the smart grid. By storing data hashes 
on the blockchain, any unauthorized changes to data can be detected, maintaining 
the integrity of critical information and preventing malicious activities. 

Smart Contracts: Utilize smart contracts, which are self-executing contracts with 
predefined rules and conditions, to automate and secure interactions be- tween dif-
ferent entities in the smart grid. Smart contracts enable secure and tamper-proof 
execution of transactions, ensuring that predefined conditions are met before any 
actions are taken. 

Energy Trading and Billing: Implement blockchain-based energy trading plat-
forms that enable peer-to-peer energy transactions, ensuring transparency and trust 
among participants. Smart contracts can facilitate secure and automated energy trad-
ing, eliminating the need for intermediaries and reducing the risk of fraud or billing 
discrepancies. 

Cyber Threat Detection and Response: Utilize blockchain’s decentralized nature 
to enhance cyber threat detection and response mechanisms in the smart grid. Analyz-
ing security related data from multiple nodes in the blockchain network, anomalies 
and potential threats can be identified effectively, enabling timely responses and 
mitigation measures. 

7 Conclusion 

The smart grids are a critical electrical infrastructure that require high level of secu-
rity that measures the malicious attacks. The use of blockchain protocol has an 
opportunity to improve smart grid security by using a tamper-proof and decentralize 
network. Current research has showcased the potential of block chain in addressing 
some of the security challenges facing the smart grid. The use of block chain algo-
rithms in smart grid safety is an exciting field of research that has the probability
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to enhance the smart grid’s reliability, safety, and efficiency along with security. As 
smart grids infrastructures continue growing leap and bounce, so there is need of 
innovative security solutions. Future research should focus on more addressing the 
implacability issues of block chain technology as well as exploring new and latest 
use cases for block chain in smart grid security systems. 
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Tie-Line Power Frequency Stability 
Control of an Interconnected Hybrid 
Power System Using a Virtual Inertia 
Controller by the GWO Algorithm 
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and S. Mohamed Basith 

Abstract Recently, several significant growth in the perception of Renewable 
Energy Sources (RES) in power systems, has led to a drop in the complete system 
inertia. The tie-line power movement and frequency stability control are two impor-
tant aspects of power system operation. In this paper, a virtual inertia controller is 
proposed for a hybrid interconnected power system to enhance the frequency stability 
and control the tie-line power flow. The VIC follows the inertia of synchronous gener-
ators using power electronics converters. The controller calculates the power imbal-
ance concerning the generation and consumption in the power system and provides 
a proportional response to maintain the system frequency within the desired range. 
The Grey Wolf Optimization (GWO) algorithm can be used to enhance the controller 
parameters, such as the gain and time constant, to minimize the frequency deviation 
in the power system. The proposed controller is designed to regulate the power output 
of renewable energy sources and provide a frequency response during a disturbance. 
The model result demonstrates that the suggested controller enhances the frequency 
stability and reduces the power fluctuations caused by the RES. 

Keywords Tie-line · Solar · Wind · Diesel generator · Synchronous generator ·
Virtual inertia controller · Grey Wolf Optimization (GWO) · Frequency control 

1 Introduction 

This exploration proposes a virtual synchronous generator (VSG) control technique 
for recurrence strength control in environmentally friendly power frameworks. The 
VSG is a power converter with a connection to the grid that serves as a synchronous
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generator and gives the system inertia [1]. A virtual dormancy regulator will be 
utilized to keep up with recurrence dependability in power frameworks with a high 
entrance of environmentally friendly power sources. The regulator depends on the 
idea of virtual dormancy and can reproduce the way of behaving of simultaneous 
generators [2–18]. The VIC-based power flow management plan for hybrid AC/DC 
microgrids. The regulator is intended to give recurrence dependability and increment 
the powerful reaction of the microgrid [3]. The system’s operating conditions are 
used by the VIC to adjust the controller gains in real time through a feedback loop. 
They assess the presentation of the proposed regulator utilizing recreations on a two-
region power framework and exhibit that it further develops recurrence soundness 
contrasted with customary control strategies [1, 19–24]. 

An interconnected power framework is an organization of force producing units 
and burdens that are connected together through transmission lines. In such a frame-
work, it is essential to keep up with recurrence strength, which alludes to the capacity 
of the framework to keep a consistent and steady recurrence not withstanding changes 
in load interest or age. Attach line power alludes to the power that is traded between 
two interconnected power frameworks through a tie-line. Tie-line power is utilized 
to adjust the power age and burden interest between the two frameworks. On the 
off chance that the tie-line power isn’t as expected controlled, it can prompt recur-
rence shakiness in the two frameworks. A VIC can be used to improve frequency 
stability. The essential idea of a virtual idleness regulator is to give extra inactivity to 
the framework by impersonating the way of behaving of a conventional mechanical 
generator. This is accomplished by simulating the synchronous generator’s rotational 
inertia with a power electronic converter. In order to maintain a constant frequency, 
the VIC adjusts the power flow between the hybrid power systems and monitors the 
power of the tie-lines. During transient conditions, such as sudden shifts in generator 
output or load demand, the VIC can improve frequency stability by providing the 
system with additional inertia. 

2 Related Work 

Ahmed et al. proposed a financially savvy control method for a half breed energy 
framework that consolidates sunlight based photovoltaic and wind turbine inno-
vations. The control procedure empowers the most extreme power point following 
from the photovoltaic cluster and wind turbine, paying little mind to shifting climatic 
circumstances, without the requirement for estimating the irradiance or wind speed 
[25]. Yang et al. presented an ideal booking approach for a breeze sun based capacity 
age framework. In order to optimize the scheduling of the system components, this 
strategy takes into account the relationship that exists between load, photovoltaic 
output, and wind power [26]. Yu et al. directed a concentrate on the construction 
plan and control arrangement of a 3 KW wind and sun oriented half-and-half power 
framework for 3G base stations. The mixture framework was executed to save power 
and guarantee the ceaseless power supply to 3G base stations [27]. Mendez et al.
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carried out a half breed breeze sunlight based power age framework to meet the 
electric energy prerequisites of little power beneficiaries at two research centers. 
The framework used a 600 W 3-stage long-lasting magnet simultaneous generator 
(PMSG)- based breeze power age framework and a sun oriented power age frame-
work comprising of three 190W mono precious stone sun powered chargers [28]. 
Vasant et al. proposed a framework pointed toward diminishing the power interest 
on regular power age sources by enhancing the usage of normal assets. The system’s 
primary goal is to generate electricity from renewable energy sources [29]. 

Chen et al. introduced a wave and wind-based multi-energy hybrid power system 
to enhance the quality and stability of the power supply. The framework joins wave 
energy and wind energy to lay out a solid and effective power age framework [30]. 
Habibzadeh et al. planned circuit and framework setups for energy gatherers that use 
supercapacitors as energy cushions and half-and-half sunlight based and wind power 
hotspots for power supply. This plan wipes out the requirement for enormous super-
capacitor support by utilizing the correlative idea of sunlight based and wind power 
sources [31]. Sree et al. presented the use of a Distributed Power Flow Controller 
to implement a solar-wind connected system without the need for custom power 
devices. The framework’s exhibition was approved through reproductions utilizing 
MATLAB/SIMULINK programming [32]. Kumar and co. carried out a comparison 
of MPPT controllers for wind power and photovoltaic systems in a hybrid renewable 
energy system. They looked at the exhibition of regulators fabricated utilizing Bother 
and Notice (P&O) calculation for PV frameworks and Slope Climbing Search (HCS) 
calculation for wind power frameworks, as well as regulators executed utilizing 
Fluffy Rationale Control (FLC) [33]. Zhang et al. fostered a control framework for 
canny battery charging and releasing cycles in a cross breed sun based and wind 
power framework. Software and a PIC16F877 signal chip computer were used in the 
control system, and a hardware design scheme was also provided [34]. 

3 Power System Modeling 

3.1 Two-Area Power System 

It is typically done using differential equations that label the dynamics of the system 
[35–37]. Here is an example of such a model. 

3.1.1 Assumptions 

Each area has one synchronous generator related to a load. 

• The power system is connected done a tie-line. 
• The generators are supposed to be operating in droop control mode. 
• The virtual inertia controller is applied at the tie-line.
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There are individual loads and a generator connected to a turbine in every area. The 
turbine is connected to the grid and can generate or consume power based on the load 
demand. The VIC is added to provide frequency stability control. The VIC works 
by simulating the effects of inertia on the grid. When there is an unexpected change 
in load demand or a generator goes offline, the virtual inertia controller responds by 
injecting or absorbing power to maintain a stable frequency. The amount of power 
injected or absorbed is based on the VIC constant that can be tuned to attain the 
frequency stability in the desired level. 

The model can be further developed by including additional components such as 
governors, excitation systems, and transmission lines. However, this basic model 
captures the essential dynamics and provides a framework for evaluating and 
controlling frequency stability. 

3.1.2 Modeling 

For each area, we can represent the synchronous generator and the load as a single 
bus with a phase angle and magnitude voltage. 

• The power output of the generator is given by the droop control equation: 

P = Pmax − kp(w − w0) (1) 

• where P indicates output of real power, Pmax denotes output of maximum power, kp 
represents droop constant, w denotes generator frequency, and w0 is the nominal 
frequency. The load in each area is represented as a constant power load, i.e., the 
power consumed is constant irrespective of the frequency. 

• The tie-line between the two areas is represented as a transmission line with a 
resistance and reactance. 

• The VIC is presented at the tie-line and provides an additional damping effect to 
increase the system’s stability. 

• The VIC’s control strategy is based on the frequency deviation across the tie-line. 
When there is a frequency deviation, the virtual inertia controller injects a power 
signal into the system to counteract the deviation. The injected power signal is 
related to the frequency variations and the virtual inertia constant. 

• The VIC’s mathematical model can be represented as follows:

ΔP = kvi(Δw) (2) 

where, ΔP is the injected power, kvi is the VIC constant, and Δw is the frequency 
deviation across the tie-line. 

With these assumptions and modeling, we can simulate the two-area power system 
with tie-line power frequency stability control using virtual inertia controller. Each 
area has a load and a generator connected to a turbine. The turbine is connected to 
the grid and can generate or consume power based on the load demand. The VIC is 
added to provide frequency stability control.
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Fig. 1 Hybrid power system 

3.2 Hybrid System 

In Fig. 1. Hybrid interconnected power systems are complicated systems that combine 
wind turbines, solar panels, conventional power plants (Diesel), and other types of 
power sources. Attributable to the RES’s irregular nature, cross breed interconnected 
power frameworks can encounter vacillations in power yield, which can prompt 
unsteadiness in the framework’s recurrence. The system’s frequency stability can be 
enhanced and these fluctuations reduced with the help of virtual inertia control. 

3.3 Tie-Line Power Flow 

In a power system, a tie-line refers to the transmission line that connects two or more 
regions or areas of the power grid. Tie-lines are used to transfer power from one 
area to another to maintain balance and stability. When there is a power generation 
imbalance and consumption among two areas connected by a tie-line, the power flow 
on the tie-line changes, which can impact the frequency stability. 

To avoid this, tie-line power frequency stability control is implemented to ensure 
that the frequency remains stable and within acceptable limits. One approach to tie-
line power frequency stability control is the use of virtual inertia controllers. These 
controllers mimic the synchronous generator’s behavior by injecting a synthetic 
inertia response into the power system. This helps to stabilize the frequency and 
power in Fig. 2.

Let us consider the following two-area system variables: 

• P1 and P2: active power generated in regions 1 and 2 respectively 
• Q1 and Q2: reactive power generated in regions 1 and 2 respectively 
• V1 and V2: voltage in regions 1 and 2 respectively 
• δ1 and δ2: phase angle in regions 1 and 2 respectively
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Fig. 2 Tie-line control

Step: 1 Determine the solar and wind power generation: 

Obtain the real power output (Psolar ) of the solar generation system in watts. 

Obtain the real power output (Pwind ) of the wind generation system in watts. 

Step: 2 Calculate the total renewable power generation: 

Add the solar and wind power outputs to obtain the total renewable power generation 
(Prenewable) in watts: 

Prenewable  = Psolar + Pwind (3) 

Step: 3 Determine the diesel generator power output: 
Obtain the real power output (Pdiesel ) of the diesel generator in watts. 

Step: 4 Calculate the power flow on the tie-line: 

The power flow on the tie-line represents the net power transfer between the 
renewable sources and the diesel generator. 

If Prenewable  is greater than Pdiesel , the excess power flows from the renewable 
sources to the diesel generator. Power flow on the tie-line, 

Ptie  line  = Prenewable  − Pdiesel (4) 

If Prenewable  is less than Pdiesel , the diesel generator compensates for the power 
deficit. 

Power flow on the tie-line, 

Ptie  line  = −(Pdiesel  − Prenewable) (5) 

3.4 Frequency Control 

The not entirely set in stone by the equilibrium among the stockpile of force from 
generators and the interest for power from buyers. The frequency can turn to its
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nominal value if there is an imbalance in the demand for power, which can result 
in voltage instability and system collapse. Thus, recurrence control is fundamental 
to guarantee the steadiness and dependability of the power framework. By adjusting 
the generators’ output in real time to meet the demand for power, frequency control 
is achieved. This is finished through a blend of programmed control frameworks 
and human administrators who screen the framework and make manual changes 
when important. A portion of the vital parts of recurrence control incorporates lead 
representatives, programmed age control (AGC), and load shedding. 

Lead representatives are gadgets that manage the speed of generators by control-
ling how much fuel or water is provided to the turbines. AGC is a modernized 
control framework that consistently screens the recurrence and changes the result 
of the generators as needed. Load shedding is a final hotel measure that includes 
removing capacity to specific regions of the network to keep up with the general 
steadiness of the framework. 

3.5 VIC 

Power systems employ a VIC control strategy to match the inertial response of 
conventional synchronous generators. The ability of synchronous generators in a 
power system to absorb or supply power in response to changes in the frequency 
of the system is known as the inertial response. This contributes to the stability of 
the system. VICs are intended to resolve this issue by giving a VIC that imitates the 
coordinated generator conduct. This is accomplished by estimating the recurrence 
varieties in the framework and utilizing this data to compute the expected power 
reaction. The VIC then, at that point, conveys messages to the RES inverters to 
change their result power appropriately to give the vital reaction. The renewable 
energy sources’ power output is adjusted by the virtual inertia controller in response 
to changes in the system frequency. Assuming that the recurrence of the framework 
begins to drop, the regulator will build the RES yield ability to make up for the 
drop in dormancy. In the event that the recurrence begins to rise, the regulator will 
diminish the power result to try not to over-burden the framework. 

In Fig. 3. A Virtual Latency Regulator (VIC) includes parts, for example, recur-
rence estimation, inactivity imitating calculation, power estimation, power balance 
signal age, coordination with the control framework, correspondence and input 
circles, and insurance and security instruments. The VIC is able to replicate the 
stabilizing effects of conventional rotating inertia and improve the stability and 
response of power systems with a high integration of renewable energy thanks to 
these components. 

Fig. 3 VIC
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The idea of VIC can be applied to a consolidated power framework that incor-
porates both sunlight based, wind and diesel power sources. In this framework, the 
sun oriented, wind power source can be displayed as a variable power source that 
is impacted by changes in sun based irradiance and wind speed, while the diesel 
power source can be demonstrated as a consistent power source. To determine the 
virtual inactivity regulator, we can begin with the power balance condition for a 
power framework: 

P(t) = Pgen(t) − Pload (t) (6) 

where, P(t) is the net power in the system at time t, Pgen(t) is the total power 
generated by all the power sources in the system at time t, and Pload (t) is the total 
power consumed by all the loads in the system at time t. 

Assuming that the system has a constant frequency, we can differentiate the power 
balance equation with respect to time to obtain: 

dP(t) 
dt  

= 
dPgen(t) 

dt
− 

dPload (t) 
dt  

(7) 

The left-hand side of the equation denotes the rate of change of net power in the 
system, which is proportional to the system frequency deviation. Therefore, we can 
write 

d f  (t) 
dt

=
(

1 

Mef  f

)
∗

(
dPgen(t) 

dt
− 

dPload (t) 
dt

)
(8) 

where, d f  (t) dt  is the rate of change of system frequency deviation, Mef  f  is the effec-

tive inactivity constant, and dPgen (t) 
dt and dPload (t) 

dt are the rates of change in power 
generation and consumption, respectively. 

The VIC can be designed to provide a power response that simulates the behavior 
of a physical inertia response. This can be achieved by adding a feedback term to the 
power balance equation, which is proportional to the frequency deviation: 

Pctrl (t) = Pre  f  +
(
kp ∗ 

d f  (t) 
dt

)
(9) 

where Pctrl (t) is the power set point for the power sources in the system, Pref is the 
reference power set point, kp denotes proportional gain, and 

d f  (t) 
dt  is the frequency 

deviation. 
The VIC can be executed in a half-and-half power framework by setting Pref to 

the power result of the diesel power source and utilizing the sun oriented, wind power 
source to change the power set point as per changes in sun based irradiance.
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Determine the power disparity: Decide the contrast between the information power 
and the resulting power, like the overall strategy. However, the calculation of the 
power imbalance might need to take into account how VIC affects power flow when 
it is active. This can be accomplished by including the virtual dormancy commitment 
given by the VIC in the result power estimation. 

Power Im balance = Input Power 
− (Output Power − Virtual Inertia Contribution) (10) 

The amount of power injected or absorbed by the VIC to mimic the inertia response 
is known as the virtual inertia contribution. Examine the power disparity: As in 
the past, break down the determined power lopsidedness to survey the converter’s 
presentation. Be that as it may, when VIC is utilized, it is fundamental to consider 
the effect of the VIC on power stream and strength. A careful examination ought to 
be led to guarantee the viability of the VIC in giving virtual latency and keeping up 
with the power balance. 

Power Im balance = Total Power Generation − Total Power Consumption 
(11) 

If the power imbalance is positive, the system is producing too much power, 
which can raise frequency and voltage. On the off chance that the power irregularity 
is negative, it implies there is a lack of force, which can cause recurrence and voltage 
drop. In rundown, the VIC is a control framework that mimics the actual idleness 
reaction conduct in a power framework. It very well may be applied to a joined power 
framework that incorporates the two RES (sunlight based, wind) and diesel power 
sources to settle the recurrence of the framework in light of unexpected changes in 
power interest or age. 

3.6 Synchronous Generator-Based Virtual Inertia Controller 
(SGVIC) 

The simultaneous generator-based virtual dormancy regulator (SGVIC) is a specific 
control framework created to acquaint engineered or virtual idleness with power 
frameworks. A power system’s ability to withstand disturbances is facilitated by 
inertia, which is crucial to its ability to maintain stability. Generally, coordinated 
generators have been depended upon to give intrinsic idleness because of their 
turning masses. Nonetheless, as sustainable power sources and power electronic-
based gadgets like breeze turbines and sun powered chargers are coordinated into 
the matrix, the presence of simultaneous generators might decrease. This decrease 
in simultaneous generators can prompt a decrease in framework latency, presenting 
difficulties for keeping up with framework soundness.
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To handle this issue, the SGVIC offers an answer by recreating or repeating the 
inactivity reaction of coordinated generators. Normally, this regulator is executed in 
power electronic-based gadgets, for example, lattice associated inverters used in envi-
ronmentally friendly power frameworks. The SGVIC continually screens the recur-
rence of the power framework. At the point when an unsettling influence happens, 
for example, an unexpected loss of burden or age, the SGVIC quickly answers by 
infusing or retaining the ability to mirror the idleness reaction. The SGVIC can 
provide or absorb power as needed by utilizing the energy stored in power electronic 
devices’ DC link capacitors. It absorbs power when the frequency is raised, and 
it injects power when the frequency is lower. This powerful reaction balances out 
the framework and upgrades its transient way of behaving. Basically, the SGVIC 
actually copies the impacts of manufactured latency, like that given by coordinated 
generators, without depending on physical turning masses. 

3.7 Energy Storage System 

To design an energy storage system (ESS) based virtual inertia controller, the 
following steps can be followed: 

• System Modeling: Create a mathematical model of the power system, incorpo-
rating the ESS, grid dynamics, and loads. This model should encompass the ESS’s 
characteristics, such as response time, energy capacity, and power conversion 
efficiency. 

• Inertia Emulation Algorithm: Develop an algorithm that emulates inertia by 
analyzing the grid frequency deviations. This algorithm should estimate the neces-
sary virtual inertia contribution from the ESS and compute the appropriate power 
response to match the desired response characteristics. 

• Control Strategy: Formulate a control strategy that integrates the inertia emula-
tion algorithm with the ESS control system. Consider factors like frequency droop 
control, power ramp rate limitations, and communication latency between the ESS 
and the grid control center. 

• Controller Implementation: Implement the control strategy in either hardware 
or software, depending on the ESS architecture. Ensure seamless integration 
with ESS components such as power converters, energy storage units (batteries, 
capacitors, etc.), and grid connection points. 

• Power Electronic Converters with Inertia Emulation: Power electronic 
converters, such as voltage source converters (VSCs), can be designed to emulate 
the inertia of synchronous generators. By incorporating additional control algo-
rithms, these converters can respond to changes in system frequency similar to a 
synchronous generator. The inertia emulation enables the converter to contribute 
to frequency regulation and stability.
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3.8 GWO Algorithm 

GWO algorithms are one type of optimization algorithm that can be used to optimize 
the performance of the VIC. It works by simulating the behavior of a swarm of 
particles, every representing a potential solution to the optimization problem. The 
particles travel through the solution space, searching for the optimal solution based 
on the fitness function of the problem [38]. To implement the tie-line power frequency 
stability control using VIC GWO algorithm in a hybrid interconnected power system, 
the following footsteps can be taken: 

• Design the VIC to match the synchronous generator’s behavior. This can be done 
by modeling the controller to provide the required damping and inertia to the 
power system. 

• Implement the GWO algorithm to optimize the performance of the VIC. The 
GWO algorithm can be used to novelty the optimal parameters for the controller, 
such as the gain and time constant. 

• Integrate the VIC and GWO algorithm into the control system of the hybrid 
interconnected power system. This can be done by connecting the controller to 
the power system through the tie-line, which is the transmission line that associates 
two or more power systems. 

• Test and evaluate the control system under various operating conditions. This 
can be done by simulating the power system under different scenarios, such as 
fluctuations in load demand or dissimilarities in the output of the renewable energy 
sources. 

3.8.1 GWO Iteration Flow Methods 

Grey Wolf Algorithm iteration: Iterate through a series of generations, where each 
generation consists of the following steps: 

a. Update the positions of the grey wolves based on their current fitness values. This 
step simulates the social behavior and hunting dynamics of grey wolves, such as 
alpha, beta, delta, and omega. 

b. Evaluate the fitness of the updated positions. 
c. Update the alpha, beta, delta, and omega positions based on the updated fitness 

values. 
d. Repeat steps a-c until the termination condition is met, such as reaching a 

maximum number of generations or achieving a desired fitness level. 

Virtual inertia controllers contribute to power system stability by enhancing the 
damping of oscillations and maintaining system equilibrium. They provide active 
power control, responding to disturbances and restoring the balance between gener-
ation and demand [39]. By adjusting their power output in real-time, these controller-
based algorithms help dampen frequency deviations and prevent instability, which
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can lead to blackouts or equipment damage. Overall, the use of virtual inertia 
controllers and GWO algorithms can help improve the stability and reliability of 
hybrid interconnected power systems that utilize multiple sources of energy. 

4 Simulation and Results 

Reproduction studies can be directed to assess the viability of various virtual 
dormancy control procedures in keeping up with tie-line power recurrence steadi-
ness in an interconnected power framework. Modeling the behavior of various power 
generators, transmission lines, and loads as well as evaluating various control algo-
rithms under various operating conditions can be part of these investigations. The 
consequences of these reproductions can give bits of knowledge into the VIC’s 
presentation and assist with recognizing regions for plan and power framework 
activity. The virtual idleness regulator ought to be coordinated into the general 
control plot, cooperating with other control instruments, for example, programmed 
age control (AGC), recurrence control, and power stream regulators. Legitimate 
coordination guarantees ideal control of the tie-line power stream. 

The boundaries, for example, the hang consistent R, framework latency steady H, 
damping coefficient D, virtual idleness control gain (K vi ), and virtual idleness time 
steady (T vi ), add to the general framework conduct and control execution in mixture 
regions. The solar system time constant (T pv) and the wind turbine time constant 
(T wt ), both of which may be relevant to particular generation sources, are included 
in the system as well. 

By and large, these reproduction boundaries give a complete depiction of the vital 
qualities and control settings of the power framework in crossover regions, empow-
ering exact examination (decrease THD values) and evaluation of the framework’s 
dynamic way of behaving and soundness. 

The tie-line power changes between a conventional controller at the load side 
and a VIC in solar farms are driven by different factors. The conventional controller 
adjusts generation setpoints in response to load variations, while the VIC in solar 
farms modulates solar generation to emulate the stabilizing effects of inertia. 

Figure 4 shows when using a conventional controller at the load side, the tie-
line power changes are typically driven by changes in load demand. If the load 
demand increases, the conventional controller adjusts the setpoints of the generator 
control variables, such as governor valve position or excitation voltage, to increase 
the power output of the connected generators. This increase in power output leads 
to an increase in tie-line power to meet the increased load demand. In the case of a 
VIC in solar farms, the tie-line power changes are primarily influenced by variations 
in solar generation. Solar farms with VICs utilize control algorithms and real-time 
measurements to emulate the inertial response of traditional synchronous generators.
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Fig. 4 Tie-line power changes 

In a typical MPPT system, the voltage and current waveforms of the solar panels 
can exhibit variations due to changing environmental conditions and the tracking 
algorithm of the MPPT controller. The MPPT controller adjusts the operating voltage 
and current to keep the panels operating at their maximum power point (MPP). As 
a result, the voltage and current waveforms may undergo adjustments to maintain 
optimal power output in Fig. 5. 

Figure 6 shows the stator current waveform and frequency control are closely 
related. When the generator is operating under a stable load condition, the frequency 
control mechanisms maintain a constant rotational speed, which in turn ensures a 
stable frequency of the electrical output. As a result, the stator current waveform 
will also remain relatively stable. However, under varying load conditions or if there 
are sudden changes in the load connected to the generator, the stator current wave-
form may fluctuate. This is because the current drawn by the load will affect the

Fig. 5 Solar MPPT controller output 
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Fig. 6 Diesel generator output 

generator’s internal impedance, which can influence the shape of the current wave-
form. In such cases, the governor system responds by adjusting the fuel supply 
to maintain the frequency within acceptable limits. The simulation parameters for 
Area-1 and Area-2 in a power system analysis. These parameters play a crucial role 
in modeling and simulating the behavior of the power system, enabling the anal-
ysis and control of its dynamics. In Area-1, the frequency bias factor (Bi ), is set  to  
0.3483 p.u.MW/Hz, indicating the response of the area’s frequency to changes in 
system load. The area control error gain (ki ), is 0.3 s, representing the gain applied 
to the control signal based on the error between the desired and actual values of the 
controlled variable. The governor time constant (T g), and turbine time constant (T t ), 
are 0.08 s and 0.4 s, respectively, characterizing the response times of the governor 
and turbine systems. Similarly, in Area-2, the corresponding parameters are defined. 
The frequency bias factor, Bi , is 0.3827 p.u. MW/Hz, implying a different response 
characteristic compared to Area-1. The area control error gain (ki ), is 0.2 s, indi-
cating a different control sensitivity. The governor time constant (T g), and turbine 
time constant (T t ), are 0.06 s and 0.44 s, respectively, representing the response 
dynamics specific to Area-2. 

When examining the system with virtual inertia control (represented by the Blue 
solid line) and comparing it to the system without virtual inertia control (represented 
by the Black dotted line), several significant improvements are observed. The settling 
time can vary significantly depending on the characteristics of the power system and 
the control mechanisms in place. In general, systems with higher levels of inertia (e.g., 
conventional synchronous generators) tend to have longer settling times compared 
to systems with lower inertia (e.g., systems with a high penetration of renewable 
energy sources) in Fig. 7.
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Fig. 7 Frequency stability with and without virtual inertia control 

Firstly, the system with virtual inertia control exhibits enhanced frequency perfor-
mance. This means that it can maintain a more stable and accurate frequency 
throughout the operation, even in the presence of disturbances or sudden load 
changes. The virtual inertia control helps in regulating and adjusting the frequency 
response, mitigating the adverse effects of reduced system inertia. Secondly, the 
magnitude of system transients is reduced in the presence of virtual inertia control. 
Transients refer to sudden changes or fluctuations in system variables such as 
frequency or power. By incorporating virtual inertia control, the system can better 
dampen these transients, resulting in a smoother response (frequency of oscillation 
reduced) and avoiding any excessive deviations (settling time reduced) or oscillations. 

Furthermore, the implementation of virtual inertia control in the interconnected 
power system brings noticeable improvements in transient frequency stability. This 
means that the system can recover more quickly and maintain its stability after 
experiencing disturbances, such as sudden load changes or the loss of generation 
units. Additionally, the tie-line power is positively affected by the implementation 
of virtual inertia control. The tie-line power represents the exchange of electrical 
power between different areas or regions within the interconnected power system. By 
utilizing virtual inertia control, the tie-line power can be regulated more effectively, 
ensuring efficient power flow and balancing between different areas. 

The settling time for frequency deviation can vary from a few seconds to several 
minutes, depending on the system’s characteristics, control mechanisms, and the 
severity of the disturbance. Advanced control techniques, such as virtual inertia 
control and fast-acting governor systems, can help reduce the settling time by 
providing rapid and accurate responses to frequency deviations. Additionally, proper 
coordination among different control devices and control strategies can contribute 
to faster settling times in Fig. 8.
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Fig. 8 GWO based frequency stability 

It is important to note that settling time is typically defined based on specific 
criteria, such as the time required for the frequency deviation to reach a certain 
percentage of its final stable value or to stay within a specific tolerance band around 
the nominal frequency. The VIC measures the Rate of Change of Frequency (ROCOF) 
of the grid. Based on the ROCOF measurements, the VIC adjusts the power output of 
the converter-interfaced generation units. If the frequency is rising (positive ROCOF), 
the VIC can reduce the power output to absorb excess energy and slow down the 
frequency increase. Conversely, if the frequency is falling (negative ROCOF), the 
VIC can increase the power output to inject additional energy and help raise the 
frequency. 

Overall, the introduction of virtual inertia control in the power system demon-
strates its effectiveness in enhancing stability, response speed, frequency perfor-
mance, transient mitigation, transient frequency stability, and tie-line power regula-
tion. These improvements contribute to a more reliable and resilient power system 
operation, particularly in scenarios with reduced system inertia. 

Comparing the response of the system under two conditions, namely normal 
system inertia and low system inertia (reduced by 50% in each area), the system 
equipped with virtual inertia control consistently shows superior stability and faster 
response when compared to traditional control methods. 

Table 1 presents the mean absolute frequency deviation (in Hz) under different 
system inertia conditions and various virtual inertia control methods. The values in 
Table 2 provide insights into the dynamic response characteristics under different 
loading conditions, including rise time, settling time, maximum overshoot, and peak 
time.
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Table 1 Frequency analysis 

System inertia in 
percentage 

Frequency deviation (Hz) 

No 
VIC 

VIC VIC based fuzzy VIC based PSO VIC GWO 

High (100%) 0.03752 0.03376 0.0310 0.01070 0.00987 

Medium (50%) 0.04103 0.03567 0.0339 0.01081 0.0101 

Low (25%) 0.62555 0.08211 0.0812 0.01375 0.01135 

Table 2 Dynamic response analysis 

Various loading condition ΔP L Tr (s) Ts (s) Mp Tp (s) 

True 0.1834 22.2908 0.0012 1.0510 

50% 0.1673 22.9463 0.0029 1.0502 

100% 0.1822 22.9510 0.0028 1.0406 

5 Conclusion 

All in all, the utilization of a VIC has been demonstrated to be a compelling technique 
for keeping recurrence strength and controlling the tie-line power stream in a hybrid 
interconnected framework. This method considers the virtual expansion of latency 
to the framework, which can assist with moderating the effect of abrupt changes in 
power interest or supply. 

In general, this study demonstrates the significance and potential of virtual inertia 
control as a tool for enhancing power system stability and reliability, but only in the 
context of hybrid interconnected power systems. The VIC is able to add stability 
and control to the system by modeling the behavior of conventional synchronous 
generators. The controller design can be improved and its application to other kinds 
of power systems can be investigated through additional research. 
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Lithium-Ion Batteries: Prognosis 
Algorithms, Challenges and Future 
Scenario 

Gaurav Malik and Manish Kumar Saini 

Abstract This study concentrates on different types of prognosis algorithms for 
forecasting lithium-ion battery parameters. Various SoC estimation techniques are 
examined and compared based on their SoC estimation performance indexes. SoC 
estimation methods are broadly classified as Kalman filter, particle filter, data-driven 
and hybrid methods. These types of filters are compared based on the complexity 
of the implementation on hardware as well as their performance parameters such as 
statistics (errors), driving test schedules, laboratory testing data, type of battery model 
used and different types of prognosis methods used in the SoC estimation. It helps 
in the proper selection of the hardware and methods for battery model parameter 
forecasting which is critical for electrical vehicle (EVs) battery management system 
coordination and control. This study also focuses on the challenges faced by the 
different SoC prognosis methods and their modern trends to improve the forecasting 
of important parameters of the batteries. 

Keywords SoC · Kalman filter · Particle filters · Neural network 

1 Introduction 

Due to the rapid consumption of non-renewable resources, greenhouse gas emissions 
are increased which causes global warming. Global warming [1] causes instability 
in the earth’s environmental conditions such as temperature rise, weather change, 
unseasonal precipitation and rise in sea level. To maintain sustainable development 
and stop global warming, alternate options of clean energy transport are used. The 
research conducted by International Renewable Energy Agency (IRENA) indicates 
that there will be a considerable increase in the number of EVs in the year 2030 [2]. In 
the year 2030, there will be around 900 million EVs with two wheels or three wheels. 
This has the potential to bring about significant shifts in a country’s transportation 
economy [3].
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It is essential to monitor the functioning of lithium-ion batteries because they are 
being employed in an increasing number of aspects of day-to-day life. If a battery 
is used in situations that are outside of its normal range of functionality, both its 
performance and its lifespan will decrease at a very fast rate. The use of a battery 
management system (BMS) prevents the battery from fault. The controller is the 
heart of the battery management system [4], which collects important sensor data 
and processes it for battery parameter information such as SoC and SoH. 

2 SoC Estimation Methods 

The SoC is a function of the open-circuit voltage (OCV) of the battery. As a result, 
there is a monotonical relationship between the SoC and OCV of the lithium-ion 
battery. This method is also known as the tabulation method because it requires a 
large table to establish the relationship between the SoC and OCV of the battery [5]. 
With this method, SoC estimation can only be conducted offline. AC impedance of 
the battery is analysed with the impedance analyser at different frequencies of the 
voltage signal to the battery. A lookup table is formed between the AC impedance 
variation and frequency at different SoCs of the battery [6]. 

2.1 Coulomb Counting Method 

Coulomb counting [7] is always used in association with other filtering and data-
driven methods due to its lack of initial charge information present in the battery. 
The Coulomb counting method is given by the equation: 

SoC(t) = SoC(0) + 
ηi ∗

(∫ t 
0 I (t)dt

)

Cactual 
(1) 

η = coulombic efficiency which lies between 0.9 and 1. I (t) is the current flowing 
through the battery at any instant of time, t . SoC(0) is the initial amount of charge 
present in the battery, Cactual is the available capacity of the battery and ηi is the 
charging and discharging efficiency of the battery. The Coulomb counting method is 
affected by the noisy measurement of the current and slow self-discharging current.
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2.2 Model-Based Approaches 

EM is based on the mass and energy transportation phenomenon [8] inside the 
battery. It also takes care of the energy flow at the charging and discharging dura-
tion of the battery. The electrochemical model takes care of the electrochemical 
phenomenon by using complex electrochemical equations [9]. Initially, the electro-
chemical battery modelling was based on the porous electrode theory and considered 
the concentration of the electrolyte [10], which leads to distributed parameters to the 
battery. The distributed parameter required a complex computation. Therefore, this 
distributed model is converted to a single-particle (SP) model [11] which deals with 
the macroscopic particle level. Battery models of a lithium-ion battery are repre-
sented by dynamic parameters such as resistance and capacitance of the battery [12]. 
Capacitance and resistance of the battery change with the life cycle of the battery. 

The EIM is obtained by the complex division of AC voltage and current of the 
battery over a wide range of frequencies at a specified SoC [13]. At high frequencies, 
battery impedance can be modelled as pure resistance. At low frequencies, the battery 
impedance has a constant slope and can be presented by a constant phase element 
(CPE) known as the Warburg element. A semi-circle is formed at the mid-frequency 
band which is represented as an electrochemical phenomenon in the battery. It can 
be modelled as constant resistance connected in parallel with CPE and known as 
Zarc element [14]. Battery model accuracy is increased by using the addition of the 
Warburg element and CPE to represent different aspects of the battery [15]. Creating 
a decent model is difficult, time-consuming and requires prior knowledge. 

2.3 Filter Based Approaches 

Kalman filter is a linear estimator which can be implemented on the linear system 
parameter estimation or state estimation of the system. A linear system can be repre-
sented in the state-space model in matrix form which can be used for the state 
estimation of the system. Since a lithium-ion battery is a non-linear system, a linear 
Kalman filter cannot be utilized to accurately estimate the state of charge of the 
battery. But the importance of the linear Kalman filter cannot be ignored in terms of 
state-space modelling [16]. 

An extended Kalman filter (EKF) is used for the SoC estimation of the battery. 
The lithium-ion battery non-linear relationship is linearized using the Taylor series 
first-order approximation in an EKF [17]. The order of approximation of the Taylor 
series determines the order of the EKF. As the order of the filter is increased, the 
accuracy of the estimation of the parameters is increased but it increases the hardware 
requirement [18]. The dual Extended Kalman filter (DEKF) method simultaneously 
estimates both the parameter and SoC of the battery [19]. In the dual approach [20], 
parameters are updated on the macro time scale, whereas SoC is updated on the micro 
time scale. The battery electrical parameters such as resistance and capacitance are
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slowly varying parameters compared to SoC and the temperature of the battery. 
Therefore, a multi time scale dual Kalman filter [21] is used for the parameter as 
well as the SoC estimation of the battery. As the size of the error innovation matrix 
increases, it can cause divergence in the Kalman filter. An adaptive filter can modify 
the primary model and statistics of the noise covariance matrix if dynamics of the 
target have changed. In [22], error innovation covariance is updated using the error 
innovation sequence present in the sliding window. The size of sliding window is 
determined by optimization methods. 

In EKF, Jacobian is calculated for the state-space matrix up to first-order approxi-
mation which causes error in the estimation. Sigma-point Kalman filtering (SPKF) is 
an alternate approach which mitigates the burden of Jacobian-matrices computation 
present in EKF. In this method, a set of sigma points are selected based on the number 
of state variables present in the state-space equation. If the number of state variables 
is N then 2N + 1 sigma points must be selected. Sigma-point Kalman filter [23] has 
been divided into an unscented Kalman filter and a centre-difference Kalman filter. 

The central difference Kalman filter employs a polynomial approximation of the 
non-linear problem based on the sterling interpolation method, hence eliminating 
the need to compute the derivation. However, the ultimate procedure is essentially 
comparable to the UKF. Its theoretical precision is also marginally superior to that 
of UKF. Having a single tuning parameter, the CDKF is simple to implement. When 
predicting battery SoC, CDKF performs better than EKF. Instead of using the Taylor 
series, the UKF estimates covariance using available measured data. In [24], SoC 
is estimated using UKF which is used for state of power estimation of hybrid EVs. 
The computation cost depends on the selection of sigma points in the UKF [25]. 
A large number of sigma points can increase the computation burden on the hard-
ware. This problem is addressed by the sigma transformation methods. Square Root 
Spherical Unscented Kalman filter (SR-UKF) uses the spherical transformation for 
sigma points which reduces the number of sigma points [26]. For N variables, there 
are N + 2 sigma points which are 2N + 1 in unscented transformation. In simplex 
transformation, the N + 1 sigma points are present but it suffers from a convergence 
problem. In the case of spherical transformation, the convergence of the system is 
increased by reducing the sigma point’s spherical radius. 

The cubature rule with Bayesian filter outperforms the UKF and EKF filters [27]. 
The cubature rule is derivative-free and uses the 2N cubature points for the mean and 
covariance estimation. The third-degree cubature rule is sufficient for the non-linear 
system having Gaussian property. In [28], adaptive cubature Kalman filter (ACKF) 
is proposed which adaptively updates the process covariance matrix as well as the 
measurement noise covariance matrix using adaptive law. ACKF is more accurate 
and robust than the CKF and EKF, but it requires more computation time. 

Bayesian filter methods are derived from Bayes’ rule of conditional probability 
P(A|B) is the probability of event A given that B has already occurred [29]. The 
Monte Carlo sampling method can represent a non-Gaussian probability distribution 
function which avoids Gaussian model error having mean and variance as measure-
ment parameters [30]. A fused multi-battery model [31] with a particle filter is used
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for the real-time SoC estimation. Improved sampling methods used in particle filter 
increase the accuracy and reduce the number of particles [32]. Particle filter accuracy 
depends on the probability distribution of the particles. 

A large amount of data is required for lithium-ion battery training and testing 
under various operating conditions. These methods are also known as the black-box 
model which requires data to know the system characteristics [43]. A deep study of 
system and battery modelling is not required because data-driven methods [44] are  
based on the available dataset. 

2.4 Data-Driven Approaches 

Data-driven methods include training methods for neural networks, machine 
learning, fuzzy rule-based techniques, and other techniques that are based on the 
statistics of available experimental data. These methods are also known as the black-
box model [43]. A deep study of system and battery modelling is not required because 
data-driven methods are based on the available dataset [44]. The data-driven method 
can be categorized into distinct areas such as neural networks, fuzzy rule-based 
algorithms, regression models for machine learning, probabilistic methods, recurrent 
neural network techniques and hybrid techniques. 

The field of battery research heavily employs feed-forward neural network (FNN) 
techniques due to their relative ease of construction, increased computational intelli-
gence and enhanced generalization. A feed-forward back-propagation neural network 
(BPNN) model consists of three layers, an input layer, a hidden layer for weight 
adjustment and the output layer [33]. A good global approximation performance 
can be achieved with a feed-forward self-learning technique called a radial basis 
function neural network (RBFNN) [34]. WNN’s data-driven structure is influenced 
by mathematical concepts and features in terms of neuron minimization and error 
reduction [35]. Time-delay neural network (TDNN) investigates SoC in time series 
using both current and historical inputs. In [36], an intelligent SoC estimate model for 
lithium-ion batteries was developed using TDNN with two hidden layers. A neural 
network having two or more hidden layers is known as a deep feed-forward neural 
network (DFNN). In [37], DFNN is proposed for SoC estimation during various 
driving cycles and different temperatures of the lithium-ion battery. 

Using classification and regression approaches, noise and over-fitting may be 
corrected, resulting in quick and accurate SoC estimation results [38]. In support 
vector machine (SVM) [39], data classification is defined by the design of hyper-
planes in high-dimensional space. Random forest (RF) is done based on trees in 
forests at random. The boot-strapping method chooses original data at random. Using 
binary splits, decision trees are obtained from the new dataset. RF [40] does not over-
fit as a predictor and handles huge datasets quickly and effectively, resulting in higher 
performance.
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A more complex and non-linear system can be analysed with probabilistic methods 
[41]. A Gaussian process regression (GPR) can parameterize and maximize the 
marginal likelihood function of the system which can be done by a probabilistic 
formulation and interpretation analytically. The GPR [42] can be trained by the 
dataset used for the training purpose and the initialization of the hyper-parameters. 
To estimate the parameters of non-linear systems, recurrent-neural networks (RNNs) 
consider the state of the system at each layer of the network. The learning and 
computational speed can be increased with the non-linear autoregressive exogenous 
neural network (NARXNN) algorithm for lithium-ion battery non-linear properties 
[43]. Awadallah et al. came up with ANFIS [44] based SoC estimate model while 
taking into account the various Gaussian membership function parameters (MFs) 
and different temperatures. 

Hybrid method combines both data-driven methods and different optimization 
techniques to improve the accuracy of SoC estimation of lithium-ion batteries. A 
genetic algorithm (GA) is easy to implement and can be used over different types of 
battery parameter estimations [45] and particle swarm optimization (PSO) [46]. 

3 Comparison and Challenges with Prognosis Methods 

SoC methods can be broadly compared based on four different categories such as non-
linear filters, particle filters (likelihood methods), data-driven methods and hybrid 
methods. The first category includes non-linear filters as shown in Table 1. An EKF  
filter is best suitable for noisy measurement and non-linear systems with MAE of 
less than 4%. There are other variants such as DEKF, AIEKF and IAEKF developed 
which reduce the MAE, but these methods increase computational time of the filters.

The partcle filter methods represented in Table 1 also known as Sequential Monte 
Carlo (SMC), Bayesian filter, particle filter, likelihood methods) which are based on 
the number of particles used in the SoC estimation. The improved PF reduces the 
MAE to 0.6%. These filters are better than EKF filters in terms of accuracy at the 
cost of implementation complexity and computational time. Their stability depends 
on the number of particles used and the distribution of the particles in the sample 
space. Particles lose their diversity after a few iterations in the particle filter which 
requires different sampling methods to maintain its diversity of particles. 

In the third category, statics and data-driven methods, such as fuzzy rule-based 
neural network algorithms (in Table 2, V  = Terminal voltage of the battery, I = 
Terminal current of the battery, T = Operating temperature of the battery), are 
employed for SoC estimates. The NARXNN method claims the MAE of 0.38% 
which is better than the previous methods, machine learning methods. The amount of 
data and variables used in machine learning increases the complicity in the SoC esti-
mation. The number of variables (V, I, T) used in the data-driven methods increases 
the accuracy but at the same time, it increases the computational time.

The fourth category as shown in Table 2 combines optimization approaches with 
filters and neural network methods. These methods utilize the best functions in two
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Table 1 Comparison of Kalman filters and particle filter 

Kalman filter family 

Ref. no. Filter type Battery model Complexity Error (MAE) Dataset type used 

[47] DAEKF 1-RC Very high ± 2% (RE) DST, FUDS 

[48] Intelligent-AEKF 1-RC Very high 0.099% (MAE) NASA 

[49] AIEKF 1-RC High 0.3% (MAE) HPPC 

[50] IAEKF 1-RC High 2.96% (MAE) FUDS 

[51] ATSDEKF UT- model Very high 2.82% (RMSE) BJDST 

[52] VFFAKF linear model Very high <1.4% (RMSE) FUDS 

Particle filter (based on the selection of the number of particles) 

Filter type Battery model Complexity Error No. of particles 

[53] AUKF 2-RC model High 0.2% (MAE) 2N + 1 
[54] SPKF 1-RC High 0.0197 (MAE) 2N + 1 
[55] SPKF ECMwH Very high <0.5% (RMSE) 2N + 1 
[56] ACKF PBM Very High 0.4% (RMSE) 2N 

[30] PF Not used Very High – – 

[57] Improved PF 1-RC Very high 0.6% (MAE) – 

Complexity: Low=< O3,medium= O3, high=> O3, where  O is the dimension of the state matrix 
formed. VFFAKF = Variable Forgetting Factor Adaptive Kalman Filter, ATSDEKF = Adaptive 
Time Scale Dual Extend Kalman Filtering, UOB Lab= University of Oviedo Battery Laboratory, RE 
= relative error, MAE = Mean average error, RMSE = Root mean squared error, UDDS = Urban 
dynamometer driving schedule, BJDST = Beijing Dynamic Stress Test, UT = Unsymmetrical 
Thevenin model, NEDC = New European driving cycle, FUDS = Federal Urban driving schedule, 
NASA = Data repository of NASA

Table 2 Comparison table of data-driven methods 

Data-driven methods 

Ref. no. Filter type Activation 
function 

Input variables Error Dataset type used 

[44] ANFIS – OCV, T – Lab data 

[59] DRNN Sigmoid V, I, T 1.6% (MAE) Lab 

[60] TCN Sigmoid V, I, T 0.67% (MAE) US06 

[61] NARX – V, I 1.03% (MAE) DST, UDDS 

Hybrid methods 

Method-I Method-II Input variables Error Dataset type used 

[62] CKF LSTM V, I, T 2% (MAE) UDDS, FUDS 

[63] EKF SVM V, I, T <2% (MAE) Lab-Data 

[64] AEKF ESG V, I 0.79% (RMSE) NEDC, DST 

[65] EKF PF V, I, T 0.61% (RMSE) UDDS
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or more methods which improves the overall accuracy. It can also combine the EKF 
with PF, and machine learning methods [58] to reduce the MAE error by less than 
2%. These methods are more complex to implement and require fast computational 
hardware. 

4 Selection and Future Scenario 

The Kalman filter using the 1-RC model is the more robust and of low computational 
cost within the optimal accuracy of SoC estimation under the noisy condition of the 
measurement and imperfection in the state-space models. The development of the 
Kalman filter variants is more accurate than EKF filter. Particle filter is better than 
Kalman filter in terms of accuracy but more complex than Kalman filter. Data-driven 
methods depend on the training data which can vary from cell to cell present in 
the battery. Therefore, these methods cannot be implemented on the other battery 
that has different characteristics. Hybrid methods are more accurate than the other 
methods because of the fusion of two or more techniques, but they are more complex 
than the filter and data-driven methods. The utility of these methods depends on the 
compatibility of the application. 

SoC is the critical parameter for the battery management system which controls 
the various functions related to the battery. SoC estimation is selected in such a way 
that it can optimally utilize the hardware computational power without losing the 
required accuracy used in the application of the battery management system. 
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Diseased Leaf Identification Using 
Bag-of-Features and Sigmoidal Spider 
Monkey Optimization 

Rajani Kuamri and Sandeep Kumar 

Abstract Agricultural products decide the economy of a country like India. The 
agricultural business has the involvement of a large population. The quality and 
quantity of agricultural products highly depend on environmental conditions and 
facilities provided to farmers. Timely and efficient detection of diseases in plants 
and crops is one of the most critical issues that affect crop production. Therefore, it 
is highly desirable to develop some cheap and easy-to-handle automated plant disease 
detection systems for the timely treatment of plants. Leaves are considered a primary 
source of information about the health of plants. In the case of plants, the disease 
may be easily visualized and identified by observing its effect on leaves. Therefore, 
this paper introduces a bag-of-features in sigmoidal spider monkey optimization 
to identify a diseased leaf, separating the diseased leaf from a healthy leaf. The 
investigational outcomes show the superiority of the anticipated technique in contrast 
to other meta-heuristic-based systems. 

Keywords Plant disease identification · Bag-of-Words · Classification ·
Clustering · Spider monkey optimization · Feature extraction · Optimization 

1 Introduction 

India is an agrarian civilization largely dependent on agricultural production and 
livestock. The agriculture sector shares almost .18% part of India s GDP and almost 
.50% workforce directly or indirectly provided by agriculture and related segments. 
Therefore, the agriculture sector requires new technologies and innovations that can 
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ease the lives of farmers and other human beings. In India, Krishi Vigyan Kendra 
transfers helpful information to farmers. However, due to India’s large population 
and geographical diversity, deploying computerized information systems to every 
farmer is a very tough task. Therefore, it is highly required to identify the role of 
Information and Communications Technology (ICT) in agriculture. Now, in the era 
of mobile technologies, it is essential to develop new technologies directly available 
to farmers at their fingertips within a few moments. 

India is a global agricultural motivating force in the present scenario. It is the 
world’s biggest milk producer, spices, and pulses. Regarding livestock, India has 
the world’s most giant cattle herd. In addition, India has the largest cultivation area 
under rice, wheat, and cotton crops. In producing rice, wheat, sugarcane, cotton, 
sheep and goat meat, farmed fish, vegetables, fruit, and tea, India has the second 
position globally. Though agriculture’s share in India’s financial system has gradually 
declined at the level of .18% caused by the soaring development of the other sectors 
like service, industrial, and realty, the agriculture sector has a significant role in India 
due to three factors. First, almost .75% population is directly or indirectly dependent 
on agriculture, mainly in rural areas. Second, the population in rural areas is very 
poor or far from new technologies, and the third important factor is India s food 
security depends on the production of food grains, cereals, milk, vegetables, and 
fruits to meet up the demands of a growing population with growing incomes. 

Developed countries are enhancing the use of technology-enabled machinery in 
the agriculture sector to improve the productivity and quality of agricultural products 
and ultimately increase profit. These new technologies in agriculture using electronic 
systems are termed e-Agriculture. In e-Agriculture, farmers use new technologies 
that include computerized machines and satellite systems to get exact information 
about crops, soil, environmental status, and forecasting about weather conditions. 
Uses of computers or mobile devices are also useful in better and timely marketing 
of products. In addition, farmers get up-to-date knowledge of the latest cultivating 
techniques, new types of machinery, and the availability of seeds and fertilizers. 
Presently the use of drone cameras, IoT devices, sensors (to measure temperature 
and moisture levels), and automated irrigation systems is gaining popularity in agri-
culture. Most technology-based companies are trying to enter the agriculture sector 
through farm management software, animal and plant data collection and analysis, 
next-generation farms, precision agriculture and predictive analytics, robotics and 
drones, sensors, smart irrigation, and many more. 

This paper used a recent variant of SMO namely sigmoidal SMO (SSMO) pro-
posed by Sharma et al. [ 34]. Sharma et al. [ 34] proposed a new mechanism to decide 
the perturbation rate (.pr ) using sigmoidal function. SSMO achieved better conver-
gence with modified .pr . Additionally, BoW is used with SSMO for diseased leaf 
identification. The experimental results of the SSMO technique have been compared 
with DE, GSA, PSO, and SMO-based diseased leaf identification systems. A detailed 
description of SSMO is available in Sharma et al. [ 34]. 

The rest of the paper is organized as follows. Section 2 summarizes SMO in brief. 
Section 3 illustrates the proposed clustering method based on SSMO. Experimental
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results of SSMO on different benchmarks and leaf dataset along with statistical 
analyses has been discussed in Sect. 4. Finally, Sect. 5 concludes the paper. 

2 Literature Review 

Agriculture is one of the prime employment of many countries in which various plants 
are harvested according to the conditions of the environment and availability of soil. 
However, water shortage, natural disasters, and various plant diseases are some of the 
common agriculture problems that must be reduced. Technological advancements 
such as plant disease identification may reduce some of the problems. Automated 
plant disease identification and soil quality prediction can eliminate the problems of 
lack of plant disease knowledge as there are very few experts for the same [ 16, 17, 
36, 38]. Furthermore, food productivity may be increased by on-time prevention of 
diseases. This will also reduce a farmer’s time and cost in searching for an expert. 
Therefore, this paper introduces a novel approach to identifying diseased plants. 

Good knowledge and understanding of plants are necessary to identify different 
types of plants and their health successfully. They can also be learned using leaf 
characteristics. Conventional plant identification involves extensive knowledge of 
various aspects of plant biology. It is time-consuming and requires careful exami-
nation of plant phenotypes. Due to the complexity of the plants and the similarities 
between them, the identification process can be very time-consuming. It also requires 
botanists to identify the exact plants. 

The maximum number of plant diseases can be identified through their impact 
on leaves, such as early and late scorch, Brown and yellow spots, and fungal and 
bacterial diseases. These diseases can be identified automatically utilizing systematic 
image processing techniques [ 14, 21]. Therefore, this paper introduces an automated 
image processing technique that uses leaf images to identify the diseased plant. It is 
not a simple task to identify plant disease by image processing as many features are 
present in the leaves of plants, such as size, color, texture, shape, etc. Numerous image 
processing techniques have been anticipated to eliminate the problem, and most of 
them have two steps [ 14]. First, they extract prominent features from the input images 
of the leaves and then perform classification of the images into diseased or healthy 
using a specific classifier. General classifiers used for plant disease identification are 
support vector machine (SVM) [ 7], neural network [ 35], Fisher linear discriminate 
(FLD) [ 28], k-nearest neighbor (kNN) [ 8], and random forest (RF) [ 15]. The extrac-
tion of good features decides the performance of a classifier. Image analysis based on 
feature extraction techniques is generally classified into two classes handcrafted and 
automatic features [ 20]. Handcrafted features generally use texture, shape, and color 
information. Sakai et al. [ 30] considered geometrical attributes like area, maximum 
length, perimeter, and many more to classify the rice grains into four classes. Hand-
crafted features require the intervention of human experts, which sometimes leads 
to skipping important features or selecting redundant features. Machine learning-
based feature extraction methods are proposed by researchers that do not foist such
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constraints to overcome these problems. Subtractive pixel adjacency model (SPAM) 
[ 27], Markov features using intra- and inter-block dependencies (CHEN) [ 3], and 
convolutional neural network [ 11] are some of the examples. 

Currently, Bag-of-Words (BoW) is the most popular method for classifying 
images [ 5], while it was developed for document classification. It builds a histogram 
of codewords for the considered set of images a classifier uses to classify images. 
It is an efficient and robust method that recognizes the visual patterns relevant to 
the image set. Methods that simulate natural phenomena are used for solving com-
plex optimization problems [ 12, 31], and several swarm-based and evolutionary 
methods have been developed. Artificial bee colony (ABC) [ 24], bacterial foraging 
optimization algorithm (BFO) [ 6], gravitational search algorithm (GSA) [ 29], grey 
wolf optimizer (GWO) [ 23], particle swarm optimization (PSO) [ 4], spider monkey 
optimization (SMO) [ 2], and whale optimization algorithm (WOA) [ 22] are  some  of  
the nature-inspired methods used for threshold-based clustering. 

SMO algorithm is based on the intelligent behavior of spider monkeys [ 2]. This 
algorithm is mainly used to solve complex problems [ 2]. SMO has been deployed 
to solve problems from various domains since its inception. Recently, Kumar et al. 
proposed modifications in SMO with improved position update [ 18], self-adaptation 
[ 19], and improved position update [ 37] with enhanced performance. Some other 
modifications include applications in image analysis [ 26], improved convergence [ 9], 
PIDA controller [ 32], local search [ 10, 33]. Agarwal et al. [ 1] developed Oscillating 
SMO and deployed it to classify soil images. 

3 Proposed Approach 

The proposed approach is shown in Fig. 1 that has three major steps: 

– the SURF method used to extract useful features from the input leaf images, 
– the BoW using SSMO is used to generate a feature histogram after feature extrac-
tion, and 

– finally, leaf images were classified into diseased and healthy leaves using the SVM 
classifier. 

Each step is discussed in detail in the following subsections. 

3.1 Feature Extraction 

In image analysis, it is one of the prime steps. The extracted features greatly affect 
the performance of a classifier. For an efficient image analysis algorithm, extracting 
relevant and different features is required to differentiate leaf images in the literature 
number of feature extraction methods available for this purpose. This paper extracts 
features using the SURF method from leaf images.
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Fig. 1 BoW-based SSMO for leaf image classification 

Speeded-Up Robust Features (SURF) The SURF is considered one of the best fea-
ture extraction approaches compared to other available approaches. Box filters for 
image convolutions and integral images are the base for the SURF method. Further-
more, the image’s interest points are identified using Hessian matrix approximation. 
It outperforms other methods of blur, rotation, and change in illumination [ 13]. These 
positive sides forced us to use this approach to extract features from the image. 

3.2 Bag-of-Words (BoW) 

The extracted features are deliberated as codewords by BoW. That is representative 
of several similar patches of the images. This approach transforms the image as a 
vector of occurrence counts of these codewords. The k-means clustering algorithm is 
used to engender codeword in basic BoW. Due to its nature, the k-means clustering 
is inclined mainly toward its initial clusters. Consequently, this anticipated technique 
uses SSMO-centered clustering, which is more robust than basic K-means. 

3.3 Classification 

Classification of leaf images into different classes performed by SVM classifier after 
histogram generation of the codewords. 

4 Experimental Results 

BoW-based SSMO was deployed for classifying leaf images into healthy and diseased 
categories. These experiments were performed on MATLAB 2022b with an Intel i7 
processor with 32 GB RAM and 16 GB GPU. The following section analyzed results 
for the considered dataset.
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4.1 Result Analysis of Diseased Leaf Identification System 

The PlantVillage dataset [ 25] was selected to check the performance of the proposed 
diseased leaf identification system, and.1000 images are taken from this dataset. The 
selected dataset comprises.500 diseased and.500 healthy leaf images. Figures 2 and 3 
display four images from healthy and diseased categories, respectively. Furthermore, 
the dataset is divided into two sets, one for training and another for testing based on 
random sampling. The multi-class SVM has been used for classification. 

The BoW and SSMO-based diseased leaf identification approach has been com-
pared with DE, GSA, k-means, PSO, and SMO-based diseased leaf identification 
methods. Precision, F-measure, and recall are used to measure the performance and 
are depicted in Table 1. The best results are shown in bold fonts. The new approach, 
most of the time, outperforms other consideredapproaches. The proposed method 

(a) (b) (c) (d) 

Fig. 2 Sample healthy leaf images of potato (a, b) and apple (c, d) leaves taken from [ 25] 

(a) (b) (c) (d) 

Fig. 3 Sample diseased leaf images of potato (a, b) and apple (c, d) leaves taken from [ 25]
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Table 1 Comparative analysis of different identification methods and the proposed method 

S. No. Algorithm Accuracy Classes Recall Precision F1-score 

1 Kmeans 81.2 Healthy leaf 73.1 84.5 82.2 

Unhealthy 
leaf 

86.1 70.6 80.1 

2 PSO 84.3 Healthy leaf 74.7 87.1 84.7 

Unhealthy 
leaf 

87.1 71.2 83.9 

3 GSA 82.3 Healthy 
Leaf 

87.1 79.2 82.7 

Unhealthy 
leaf 

84.9 73.4 81.9 

4 DE 81.5 Healthy leaf 73.9 84.7 82.3 

Unhealthy 
leaf 

86.3 70.9 80.7 

5 SMO 85.6 Healthy leaf 76.2 89.0 86.1 

Unhealthy 
leaf 

89.2 73.4 85.1 

6 SSMO 86.8 Healthy leaf 77.3 89.7 87.2 

Unhealthy 
leaf 

89.9 74.7 86.3 

gives .86.8% accuracy, significantly better than other considered methods. There-
fore, it can be stated that the new leaf identification method outperforms the existing 
approaches. 

5 Conclusion 

A new diseased leaf identification system is proposed based on sigmoidal SMO and 
BoW. A dataset of .1000 images was used from the considered image dataset feature 
extracted using SURF for training and testing. The SSMO was tested over a set of. 12
benchmark, and results are compared with DE, GSA, PSO, and SMO using mean fit-
ness value. The statistical and experimental results show that the novel SSMO method 
surpasses nature-inspired methods. Furthermore, the proposed approach has been 
analyzed and compared with DE, GSA, k-means, PSO, and SMO-based methods. 
Finally, classification is performed using a multi-class SVM classifier. The over-
all results prove that the SSMO-based BOW method surpasses the currently used 
approaches with 86.8% accuracy.
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Detection of FDI Attacks on Power Grid 
Using Graph-Theoretical Methods 

Arpita Ghosh and Shubhi Purwar 

Abstract Smart grid is a reliable and efficient system for electrical power distri-
bution in recent years. One of the drawbacks of this grid is its susceptibility to 
cyber-attacks. State estimation of the power grid under such an attack is of utmost 
importance for preventing serious damage to the grid. This paper focuses on the 
detection of False Data Injection (FDI) attacks that manipulates the Phasor Measure-
ment Unit (PMU) data. An algorithm is presented that can detect the attack zone by 
analyzing the anomalies in the measurement after the attack. The algorithm is tested 
on the standard IEEE 118-bus system and the estimation error is used to evaluate 
the performance of this algorithm. It can successfully detect the attacked buses and 
estimate the parameters after the attack using graph theoretical methods. The algo-
rithm also differentiates between attacks, load disturbances and single-line faults in 
the grid. 

Keywords Cyber-attacks · State estimation · FDI attack · Graph theory 

1 Introduction 

Cyber-attacks are a very serious threat to the power grid. The modern power grid 
or the smart grid is one of the most developed cyber-physical systems of recent 
times. The coupling of the computer systems and communication channels with the 
transmission lines increases the capability and also the complexity of the system. 
Due to the cyber part in the system, this network is vulnerable to cyber-attacks [1]. 
The intruder may cause a data attack, or an attack that is both cyber and physical in 
nature.
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The attack on the Ukrainian power grid is one of the main events that triggered 
extensive research on cyber-attacks on the power grid [2]. There has been quite 
a significant number of cyber-attacks on the power grid following the Ukrainian 
incident. India, Russia, the US and the Czech Republic are a few of the countries that 
have faced these major attacks [3]. Most of the major attacks start with small data 
attacks on the system, which cascade into large-scale attacks and ultimately cause 
physical damage to the system. Hence, it is very important to detect these attacks in 
their initial stage. 

Data Injection (FDI) attacks are the major data attacks on the power grid. Extensive 
research has been conducted on the detection of FDI attacks targeting the grid [3– 
14]. Detection and defense mechanisms using search algorithms are widely studied 
[4]. These algorithms do not produce satisfactory results in the case of partial obser-
vations. In [5], a real-time effective detection algorithm is presented that provides 
shorter detection time and better accuracy. A graph signal processing-based method 
is proposed in [6] which can detect attacks on both the phase angles and the magni-
tudes of the bus voltages. However, this method is implemented on the DC model 
of the grid. A filtering and learning algorithm using the Kalman filter is presented 
in [7] that has a 75% higher probability of detecting an attack. Machine learning 
algorithms [8, 9], data-driven detection [10, 11] and Fourier transform [12] are  very  
popular methods for FDI detection. A comprehensive survey is presented in [13] 
covering the detection, mitigation and challenges faced in countering FDI attacks. 

In this paper, we develop methods to detect small-scale data attacks on the power 
grid and differentiate these attacks from load disturbances and faults in the trans-
mission lines. The power grid model from [14] is used to study cyber-attacks on 
the system. The model introduced in [14, 15] is mostly used for the study of cyber-
physical attacks on power systems. Unlike these methods, we consider attacks which 
have no physical component and are only cyber in nature. The modeling in [16, 17] 
is similar to the works in [15] but the approach is different. This paper presents a 
method that is an extension of [14] and a data-driven approach for the detection of 
FDI attacks. 

Linear algebra and graph theory are the main tools used for the estimation purpose 
in this paper. One of the main assumptions for this method (used in [14–17]) is that the 
grid remains connected after the attack. For this case, since there is no physical attack, 
the grid topology remains unchanged. Hence, the unchanged admittance matrix of 
the grid is used for the estimation. In recent works [18], state estimation when the 
grid is segregated into islands after an attack has also been studied. 

For detecting the anomalies in the recorded data, we constantly compare it with the 
data from the healthy system available to us. If a significant deviation is observed, we 
apply the algorithms developed to identify the cause. The phase angles at the buses 
are used for this detection purpose. Phase angles are often used for state estimation 
and detection of faults [19]. The design and modeling of FDI attacks [20] is discussed 
in detail in recent works, especially stealthy attacks [21], because these are extremely 
dangerous for the grid. However, we do not discuss the modeling of FDI attacks in 
our work; we concentrate on the detection mechanisms. The contributions of this 
paper are summarized below:
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1. We have developed a novel detection algorithm for FDI attacks based on 
anomalies in the phase angles at the buses by utilizing the network topology 
properties. 

2. This algorithm also successfully recovers the actual phase angles in the attacked 
zone with negligible error. 

3. We also provide detailed case studies to show that this method can differen-
tiate between a FDI attack and the internal disturbances of the grid like load 
disturbances and line failures. 

The following section of this paper describes the modeling of the grid, followed by 
the attack model and the detailed algorithm developed for detection. The last section 
consists of the numerical results which shows case studies that prove the efficiency 
of the algorithm in detecting and differentiating between the different causes of the 
disturbances/threats to the system. 

2 Model and Definitions 

2.1 Power Grid Model 

We represent the power grid by a connected undirected graph, G = (V , E) where 
the nodes and edges of the graph are denoted by V = {1, 2, 3, ..., n} and E = 
{e1, e2, ..., em}, respectively. The nodes represent the buses in the network while the 
edges correspond to the transmission lines of the grid, shown in Fig. 1. We consider 
the AC power flow model where the transmission lines are characterized by their 
impedance, re + i xe, where each edge e = {s, t} connects the buses s and t such 
that s, t ∈ V . The status of each node x is represented by its voltage vx = |vx |eiθx , 
in which |vx | represents the voltage magnitude and θx represents the phase angle at 
node x . The standard AC power flow equations are considered for this paper [22].

The incidence matrix (V × E) of G is denoted by D ∈ {−1, 0, 1}|V |×|E | and 
defined as follows: 

dzx = 

⎧ 
⎨ 

⎩ 

1, i f  ez i s  going  towards  node  x  
−1, i f  ez i s  moving  out  f  rom  node  x  
0, i f  ez i s not incident to node x 

The admittance matrix for AC power flow is defined as A = DY DT ∈ R|V |×|V |, 
where Y is defined as Y = diag

([
1 
xe1 

, 1 
xe2 

, ..., 1 
xem

])
, a diagonal matrix with entries 

equal to the inverse of the reactance values.
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Fig. 1 IEEE 118-bus system in a form of a graph network generated in MATLAB

2.2 Basic Graph Theoretical Terms 

The graph theoretical terms used in this paper are mostly borrowed from [23, 24]. A 
few of them are defined below. 

Subgraphs: Let graph G have a subset of the nodes M , then G[M] denotes the 
subgraph of G induced by M . 

Acyclic Graph: A graph is acyclic if its vertices cannot be arranged into a cyclic 
sequence. An acyclic graph must have a vertex of degree less than two. 

Matching: A matching in a graph is a set of edges, no two of which have a vertex 
in common. If a subgraph M of G is a matching, then each vertex of G is incident 
with at most one edge in M. 

Notations: If  X is a subgraph of G, the complement of X is denoted by X = G\X . 
If X, Y are subgraphs of G, then the submatrix of A is denoted by AX |Y such that 
its rows are from VX and columns are from VY . The symbol (′) denotes actual values 
after an attack and (∗) denotes observed values after an attack.
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2.3 Attack Model 

We assume that a False Data Injection (FDI) attack takes place on the power grid. 
The intruder attacks the grid by manipulating the Phasor Measurement Units (PMU) 
data. We consider the data attacks on the phase angle measurement at the buses. 
The nodes where the data is manipulated form the attack zone H . The attack can be 
modeled as 

−→
θ 

∗ 
H = −→θ ′

H + −→z (1) 

where 
−→
θ 

∗ 
H is the observed/manipulated phase angles in the attack zone after the 

attack, 
−→
θ ′

H is the actual phase angles after the attack and 
−→z is a random vector 

with arbitrary distribution that distorts the actual data. Since the attack is on a healthy 
system, the actual value of the phase angles should remain the same before and after 
the attack. In case of internal disturbances, the value would change after the attack. 
We have considered attacks on single zones as well as multiple zones in the system. 

3 State Estimation 

The algorithm that is developed for state estimation is discussed in detail in this 
section. The central idea is to monitor the phase angles. When we observe a change 
in the phase angles 

−→
θ , we calculate the deviation of the measured data from the 

healthy data. The nodes which have a significant amount of deviation in the phase 
angles are considered as the attack zone H . We now  use  

−→
θ ,  A and observed phase 

angles outside zone H after an attack �θ ∗ 
H 
, to estimate the phase angles inside the zone 

H . If the estimated data is almost equal to the healthy data and significantly different 
from the observed one, then we conclude that there is some distortion in the data in 
the form of an FDI attack. The phase angles estimation described in detail in [15] is  
given by 

AH |G (
−→
θ − 

−→
θ ′ ) = 0 (2)  

This Eq. (2) can be modified into 

AH |H
(−→

θ H − 
−→
θ ′

H

)
+ AH |H

(−→
θ H − 

−→
θ ′

H

)
= 0 (3)  

where all the variables are known except 
−→
θ ′

H , which is the actual phase angles to be 
estimated. Since only the phase angles inside H are manipulated, it can be assumed 
that �θ ∗ 

H 
= �θ ′

H , for the zone outside H . Equation (3) holds true for the DC power flow 
model. Also, there are a few constraints on the attack zone. The attack zone must
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be acyclic in nature and there should be a matching between the nodes of H and H 
[15]. To extend this estimation problem to the AC power flow model, we relax the 
constraints to form the optimization problem

‖AH |H
(−→

θ H − 
−→
θ ′

H

)
+ AH |H

(−→
θ H − 

−→
θ ′

H

)
‖
2 

<∈ (4) 

We solve this optimization problem to estimate the actual values of the phase 
angles. The detailed algorithm, its implementation and performance analysis are 
discussed hereafter. 

Algorithm 1: Detection of FDI attacks 

Input: A connected graph G, healthy phase angles 
−→
θ and −→θ 

∗ 
, phase angles after attack/ 

disturbance 
1. Compute the error between the healthy data and new data at each node i 
2. If the error (Vi ) > δ, then node Vi is affected 
3. Form the attack zone H with the affected nodes n(Vi ) 
4. Compute the solution to Eq. (4) by convex optimization 
5. Compute the error ε between the estimated data and the healthy data 
6. Analyzing ε with εthres  and number of affected nodes (n) with nthres , we detect if it is a load 

disturbance, line failure or FDI attack 
7. The estimation error εest is used to evaluate the accuracy of the solution. 

4 Numerical Results 

Healthy system data and the observed phase angles are fed to the algorithm as input, 
at regular intervals. The program checks the anomaly in 

−→
θ to identify the attacked 

nodes. If the deviation is negligible (<δ) at all the nodes, then the system is identified 
to be in healthy condition and the program doesn’t execute Steps 4–7. It waits for the 
next set of observations and repeats itself. Unless a disturbance zone is identified, 
the algorithm executes Steps 1–3, identifies the system state and waits for new data. 
Once a disturbance zone is detected, we use state estimation and comparative data 
analysis to identify the cause of the disturbance. 

The IEEE 118-bus benchmark system [25] is used to evaluate the performance of 
this algorithm. The CVX toolbox [26] in MATLAB is used for solving the optimiza-
tion problem, while MATPOWER [27] is used for calculation of the phase angles 
under the AC power flow model. The value of δ is taken as 2% that is used to form 
the zone H and value of ∈ is 0.01. The threshold value εthres  is taken as 2, and the 
threshold value for number of nodes affected, nthres, is taken as 10.
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Case 1: Load Disturbance 

Load disturbance (<±5%) at each node of the 118-bus system is simulated for this 
problem. For most of the nodes (85% of cases), the change in phase angles is negli-
gible, i.e., less than δ. For the remaining nodes, the phase angles are estimated and 
compared with εthres  and nthres . For 83% of cases, the error is less than 2% and the 
number of nodes affected is less than 10. Only 3 out of 118 cases don’t hold true for 
this classification. 

Case 2: Line Failure 

For line failures (or single-line faults), the change in phase angles is usually much 
higher than that of the load disturbance. All single-line failures are considered for 
the IEEE 118-bus systems. There are 9 cases where the load flow doesn’t converge. 
So, we exclude these from the analysis. For 91% of cases, the change in phase angles 
is significant (>2%). The angles are estimated as in the case of load disturbance, 
and the deviation from the healthy data along with the number of nodes affected are 
analyzed. 

For 70% of cases, the number of nodes affected is greater than 10, while the error 
with respect to the healthy data is more than 2% in 36% of cases. Only 8% of cases 
in case of single-line faults do not follow this classification. From the analysis of this 
data, we can conclude that if any of the two conditions n > nthres  or ε >  εthres  holds 
true, then we can conclude that we have a fine failure in the system. 

Case 3: FDI Attack 

For the FDI attack, the change in phase angles depends on the distortion factor −→z . 
The threshold value is used for differentiating the healthy zone from the attack zone. 
We consider multiple case studies in this scenario with single and multiple attack 
zones. 

Single attack zone: Two cases with single attack zones are shown in Fig. 2. When 
the phase angles at these nodes are estimated, then the error between the estimated 
angles and the healthy data is almost zero in both the cases. The data for both these 
cases are shown in Tables 1 and 2.

Multiple attack zone: If the attack takes place on multiple zones with the grid simul-
taneously, this algorithm can detect the zone and estimate the phase angles correctly. 
One such case study in shown in Fig. 3. The attack zones within the grid are marked 
in the figure. This algorithm is able to exactly recover the phase angles in this case, 
and the error between the estimated angles and the healthy data is almost zero as the 
previous cases. The data for multiple attack zone is shown in Table 3.

From this detailed analysis of the various cases, we can conclude that if ε is close 
to zero, then we can identify this as a False Data Injection attack, irrespective of the 
number of nodes affected. If ε is more than zero but less than εthres  and number of 
nodes affected is less than nthres , we can conclude a load disturbance on the system. 
If either of ε or n crosses the threshold failures, we identify it to be a single-line fault.
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(a) (b) 

Fig. 2 (a) The first attack zone (Zone 1) and (b) the second attack zone (Zone 2) 

Table 1 Measured, actual 
and estimated data for Zone 1 Node No. θ_observed θ_actual θ_estimated 

1 11.30192 10.97274 10.9727 

2 11.85792 11.51255 11.5125 

3 12.21188 11.85619 11.8562 

6 13.69063 13.29187 13.2919 

7 13.23276 12.84734 12.8473 

12 12.86358 12.48891 12.4889 

14 12.1246 11.77146 11.7715 

16 12.55296 12.18734 12.1873 

Table 2 Measured, actual 
and estimated data for Zone 2 Node No. θ_observed θ_actual θ_estimated 

45 16.24576 15.77258 15.77258 

48 20.61906 20.0185 20.0185 

49 21.65226 21.02161 21.02161 

64 25.33116 24.59336 24.59336 

65 28.55068 27.7191 27.7191 

66 28.38544 27.55868 27.55868 

67 25.66654 24.91897 24.91897

For the FDI attacks, the estimation error εest is used to measure the accuracy 
of the detection algorithm. It is computed as ‖θest − θactual‖2/‖θactual‖2 ∗ 100 in 
percentage. The value of εest is 5.0499 × 10−9% for single attack zone 1 (Table 1), 
3.5555×10−10% for single attack zone 2 (Table 2) and 1.3600×10−8% for multiple
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Fig. 3 Multiple attack zones in 118 bus system generated in MATLAB. The blue nodes are the 
healthy ones, whereas the red ones show the attacked nodes

attack zones (Table 3). These values affirm that the algorithm correctly estimates the 
system states in case of an FDI attack. 

All the figures used in this paper are generated by MATLAB using the graph and 
network algorithms used in network analysis.
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Table 3 Measured, actual 
and estimated data for 
multiple attack zones 

Node No. θ_observed θ_actual θ_estimated 

1 11.30192 10.97274 10.97274 

2 11.85792 11.51255 11.51255 

3 12.21188 11.85619 11.85619 

6 13.69063 13.29187 13.29187 

7 13.23276 12.84734 12.84734 

12 12.86358 12.48891 12.48891 

14 12.1246 11.77146 11.77146 

16 12.55296 12.18734 12.18734 

45 16.24576 15.77258 15.77258 

48 20.61906 20.0185 20.0185 

49 21.65226 21.02161 21.02161 

64 25.33116 24.59336 24.59336 

65 28.55068 27.7191 27.7191 

66 28.38544 27.55868 27.55868 

67 25.66654 24.91897 24.91897 

100 28.90061 28.05884 28.05884 

101 30.53629 29.64688 29.64688 

102 33.33594 32.36499 32.36499 

105 21.26287 20.64357 20.64357 

106 20.99491 20.3834 20.3834

5 Conclusion 

This algorithm performs satisfactorily with the IEEE 118-bus system. One of the 
drawbacks of this method is that it doesn’t hold true for all the cases of line failures 
and load disturbances. However, it can correctly identify load disturbance and line 
failures for 91% and 92% of cases, respectively. For FDI attacks, it detects the 
attack area and estimates the system parameters correctly for 100% of the cases. 
The estimation error for the FDI attack is εest ≈ 0, affirming the reliability of the 
method. This algorithm performs significantly well when the attack area is small. 
Unlike previous detection methods, this algorithm is independent of the size of the 
grid. Hence, it is very effective in detecting small undetectable attacks in large grids. 
Its performance in terms of differentiating between load disturbances and line failures 
can be improved further. If the intruder physically attacks the grid along with the 
FDI attack, this algorithm will not work. This is the future scope of this work. 

The control center for the power grid can usually handle small disturbances and 
attacks in the system. Small-scale attacks usually do not cause much damage, but 
it is very important to detect them. If left undetected, it may cascade into bigger 
problems. When the attack area increases, it will cause significant changes in the
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load. If the attacker is able to change the breaker status of the lines, it will lead to 
line failures in the grid causing serious blackout situations. 
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